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Number 
#002 
 
Date 
11 September 2017 

 
Time & place 
13:00 – 14:00; DESY, Bldg 24, R, 242 
 
Agenda 
1) Minutes and action items 
2) Last Week 
3) Next Week 
4) Improvement activities 
5) Assessment of operational risks, 

adjustments of operation 
6) AoB 

a) Operation coordination mtg on 
Wednesday 

Participants 
K. Kammering(RK) 
D. Nölle (DN) 
A. Mancuso (AM) 
H. Weise (HW) 
R. Wichmann (RW) 
 
Excused 
W. Decking (WD) 
T. Tschentscher (TT) 
H. Sinn (HS) 

Distribution 
 
Email list OB 

 
 
1. Minutes of last meeting and action items 

The minutes from the last meeting was accepted without any changes by the participants of this 
meeting. 

2. Last Week 

Summary of last week by the ACC run coordinator taken from the logbook 

 Experiment commissioning 

o  ~850 uJ with hand-tuned taper and phase shifters on Monday afternoon/night 

o  Undulator controls do not allow wavelength changes with such hand-tuned 

settings 

  Maintenance access (Tuesday) 

o  Work on master oscillator lead to complete loss of phases in L1, L2, and 

to uncertainties in  

 L3. A considerable amount of time was needed for rephasing. 

            http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/05.09_M&pos=2017-09-05T13:16:49  

o  Server-based beam loading compensation is now available in LLRF servers 

(but not "production  

 ready" on all stations yet) 

o  Marvin power system repaired 

o  T4D sweeper magnet is now ready and allows operation with long bunch 

trains; the current readback  

 value is still wrong by a factor of ~10 

o  The MPS group repaired broken warning lights in the tunnel. 

o  An interlocked fire door in the XTD2-4-10 area was not closed properly 

during temporary access.  

 Unfortunately, this could not be diagnosed from our personnel interlock 

panel and an  

 additional access was necessary to close it. 

            http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/05.09_M&pos=2017-09-05T14:09:38  

o  Found wrong tuner cable assignment on A5 M1 (to be fixed in October) 

            http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/05.09_a&pos=2017-09-05T17:56:52  

  

  Restart and FEL retuning 

o  Attempted clean machine setup with reduced dispersion 

http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/05.09_M&pos=2017-09-05T13:16:49
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/05.09_M&pos=2017-09-05T14:09:38
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/05.09_a&pos=2017-09-05T17:56:52
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o  Finding a lasing setup proved difficult. Orbit corrections in L1 had a 

decisive impact on starting  

 the FEL although orbit feedbacks were stabilizing the trajectory in L3 and 

SASE1. 

o  300-400 uJ available with old tapered undulator setup by Thursday morning 

o  Opened undulators in cells 3-5 and 27-37; many of them did not contribute 

much to the total  

 intensity 

o  Tuned remaining set of undulators to an output energy of ~250 uJ 

o  Laser heater surprisingly effective: Output increases from 250 to 400 uJ 

            http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/07.09_n&pos=2017-09-07T22:57:17  

o  Set undulators to a simple linear taper; allows wavelength tuning, 

important for optimizing  

 spotsize at SPB experiment behind chromatic lenses 

o  New undulator bump tool allows better tuning of the lasing trajectory: 

            https://ttfinfo.desy.de/XFELelog-sec/show.jsp?dir=/2017/36/07.09_a&pos=2017-09-07T19:57:12  

  

  Photon delivery for experiment commissioning 

o  1 bunch at ~9.3 keV for SPB, wavelength scans via undulator, typically 

~400 uJ/pulse 

o  30 bunches at ~9.3 keV for FXE, typically ~300 uJ/pulse 

o  HIREX spectrometer calibration 

o  Verified that lasing with 61 bunches is possible: 

            http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/08.09_a&pos=2017-09-08T16:30:37  

o  Optimization of SA1 orbit with air coils 

o  Closed more undulators one-by-one; 600-900 uJ with 25 closed cells (single 

bunch) 

o  Single bunch and 30-bunch operation require different tuning 

  

  Technical issues 

o  We suspect that sparks in the waveguides are causing reflected power 

interlocks at A13; therefore,  

 it has been taken off beam: 

            http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/06.09_M&pos=2017-09-06T13:58:05  

o  Magnets 

  Corrector CIX.78.I1 (circuit CIX.10.I1) does not go beyond 2.477 A, 

but should reach 2.5 A: 

                  http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/05.09_a&pos=2017-09-05T17:40:46  

  Q.902.L3 (circuit Q.A14.3.L3) should reach 50 A, but is limited to 

16.173 A: 

                  http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/06.09_M&pos=2017-09-06T14:06:03  

  Cold corrector CX.902.L3 switched off spontaneously: 

                  http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/08.09_a&pos=2017-09-08T18:45:55  

  CHX.2581.T4 is off (suspected hardware fault): 

                  http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/37/11.09_M&pos=2017-09-11T08:56:01  

o  Injector orbit feedback related loss of transmission: 

            http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/09.09_M&pos=2017-09-09T07:50:54  

o  Undulator controls do not allow save&restore of individual undulator 

parameters. Old settings have to be restored (semi-)manually. 

o  

Week summary from the photon systems also taken from the logbook by T. Haas: 

• Good availability of beam (except for a few short interrupts)  

• But significant problems with focusing and timing  

• SPB – focus results; powder diffraction observations  

        o Many flat field images taken with AIGPD  

        o Powder and water rings were seen in detector  

        o Powder rings were moving by up to 2mm. Reason is not clear (energy, pointing?)  

        o Focus is too large (Best value 12 um. Was down to 5 before)  

 Added by AM: 
 Today some bright rings were observed indicating better transmission 
• FXE – timing for pump-probe measurements  

        o Laser beam was set up on sample  

        o Sync was established  

 o But machine timing jumps by multiples of 220 ns. This makes PP experiment 

impossible  

  

Progress about XGM data   

http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/07.09_n&pos=2017-09-07T22:57:17
https://ttfinfo.desy.de/XFELelog-sec/show.jsp?dir=/2017/36/07.09_a&pos=2017-09-07T19:57:12
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/08.09_a&pos=2017-09-08T16:30:37
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/06.09_M&pos=2017-09-06T13:58:05
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/05.09_a&pos=2017-09-05T17:40:46
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/06.09_M&pos=2017-09-06T14:06:03
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/08.09_a&pos=2017-09-08T18:45:55
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/37/11.09_M&pos=2017-09-11T08:56:01
http://ttfinfo.desy.de/XFELelog/show.jsp?dir=/2017/36/09.09_M&pos=2017-09-09T07:50:54
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a) We can now in principle get XGM data (fast and slow) at 10Hz into DOOCS DAQ.  

       However, 1) cannot yet but hopefully soon access data easily  

  2) probably stored only 24h  and  

  3) manual DAQ recording  

  --> how to synchronize with DAQ-runs of xperiments/users ?!  

b) CAS has setup XGM device to get data from DOOCS into karabo at 10Hz  

c) CAS has setup timeserver to get trainIDs  

--> d) We're almost ready with CAS to have XGM data recorded in DAQ through karabo.  

e) issue 1: need to get bunch pattern (to know in-train MHz rep-rate, number of bunches 

per train etc.)  

f) issue 2: need to somehow get XGM into SPB - DAQ topic as well  

  

Progress on HIREX  

Finding correct energy - record xray spectrum, calibrated HIREX at one photon energy 

against K-beta spectrum from FXE, and at more energy points vs. machine energy reading  

 

3. Next Week 

There will be small repair program on Tuesday, but no access to the tunnel from machine side.  

The experiments require access to XTD2 and XTD9 

After this small maintenance the machine will start up again, and will get hopefully very fast into the 
state before the maintenance actions.  

On Tuesday and Wednesday will be short, as far as possible non-invasive studies on 

- Orbit and dispersion 
- Laser heater 
- Intra-Bunchtrain Feedback 
- Bunch Pattern 

Main emphasis will be on getting more undulators to the beam, in order to increase a stable SASE level. 
This process shall be watched by the experiments in order not reduce beam quality.  

User run will start on Thursday morning 7:00 am. The users will run in 12 h shift, with shift change at 
8:00 am and 8:00 pm. The user week will end on Tuesday morning 7:00 am. A. Mancuso asks to be not 
too sharp in stopping the run. If there is an essential measurement, it would be good to have a chance 
to finish. This of course must not compromise urgent repairs during machine time. 

This week FXE will work during the day, SPB during the night shifts.  

The experim ents will nam e “run coordinators” for the user runs.  For the current week, there contacts will 
be 

 Wojciech Gawelda (FXE) 

 Richard Bean (SPB) 

They will come from the team of the XFEL beamline scientists. They will take care of the communication 
with the control room. Users must not give directives to operations, communication will run via these run 
coordinators. (Remark: DN Changes in the machine setting must be coordinated with the ACC run 
coordinator.) 

4. Improvement activities 

Not discussed today 

5. Assessment of operational risks, adjustments of operation 

No special obvious operation risk 

6. AoB 

 a) Operation coordination mtg on Wednesday 

We had agreed that we want to organize this meeting between users, instrument groups and ACC 

run coordinators/operators on Wednesdays before a user run week. Therefore the first meeting 

would be on 

 

Wed, Sep 13, 13:00 - 14:00 hrs, Schenefeld Campus, XHQ, Rm 1.041 

and Video link to 30b/459  
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Agenda: 

1. Introduction 

2. Overview accelerator status 

3. FXE Exp. 2016 - Targets and requirements 

4. SPB/SFX Exp. 2012 - Targets and requirements 

 

I believe we should provide the users with a 5-slide template (scientific background, major aim of 

experiment, exp. method/technique, requirements to x-ray beam and instrumentation). 
 

 


