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4 XFEL accelerator

4.1 Overview

4.1.1 Introduction

The heart of the accelerator complex is the L-band (1.3 GHz) electron linear accelerator
(linac) with a nominal design energy of 20 GeV, operating at an accelerating gradient of
23.6 MV/m. It utilises the advanced superconducting radio fequency (RF) technology
which has been successfully developed by the international Tera-Electronvolt
Superconducting Linear Accelerator (TESLA) Collaboration, leading to the
superconducting Linear Collider technical proposal in 2001 [4-1], and which is routinely
in operation atthe TESLA Test Facility (TTF) Linac and FLASH at Deutsches Elektronen
Synchrotron Laboratory (DESY). The advantages of the superconducting linac technology
are: the acceleration of a large number of electron bunches per RF pulse (up to about
3,000); small beam-induced wake fields and the possibility of applying intra-bunch train
feedback to provide a stable and high quality beam (Section 4.5); and a large operational
flexibility regarding beam time structure and energy, including (as a possible future
option) high duty cycle (up to continuous wave (CW)-mode) operation. The linac
technology is described in detail in Section 4.2. In the following section, a brief overview
of the general layout of the accelerator complex and its parameters and a consideration
of operational flexibility and future options are given.

4.1.2 Overall layout and choice of parameters

The layout of the accelerator is schematically shown for convenience in Figure 4.1.1 and
visualised in a 3D computer drawing in Figure 4.1.2. The electron beam is generated in a
laser-driven photocathode RF gun and pre-accelerated in a single superconducting
accelerator module (see Section 4.3). The injector is housed in an underground
enclosure separate from the linac tunnel, so that it can be commissioned at an early
stage, well before installation work in the linac tunnel is completed. Furthermore, there is
space foreseen for a completely separate and radiation-shielded second injector, which
can be constructed, commissioned and maintained independently from the operation of
the first injector.

After transfer to the main accelerator tunnel, the beam is further accelerated by one linac
unit (four accelerator modules with eight cavities each, driven by one RF station) to an
energy of 0.5 GeV before entering the first bunch compression stage. A third harmonic
(3.9 GHz) RF system is foreseen to optimise the longitudinal phase-space properties
(Section 4.2.4). After acceleration to 2 GeV with three linac units, the beam enters the
second (final) compression stage, after which the bunch peak current has increased to
5 kA, a factor of 100 higher than the initial peak current from the RF gun. Considerable
attention to detail has been paid to foreseeing extensive standard and special beam
diagnostic tools, to assess the beam phase-space properties after the compression
process with high accuracy.
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Final acceleration to a nominal maximum beam energy of 20 GeV takes place in the main
part of the linac, consisting of 25 RF stations and 100 accelerator modules in total.
Downstream from the Linac, a conventional beamline is located, for installation of the
beam collimation and trajectory feedback systems, as well as providing and for
distribution of the beam into the different undulator beamlines (see Section 4.5),
including the connection to a future upgrade of the user facility with more beamlines. A
combination of slow and fast switching devices allows generation of bunch trains of
differenttime patterns for different experiments without having to generate and accelerate
bunch trains with strongly varying transient beam loading. After having passed through
the undulators, the “spent” beam is stopped in radiation-shielded solid absorbers
(Section 4.7.4). An additional beam dump is installed in the beam distribution shaft XS1,
just upstream from the undulator beamlines. It allows the commission or operation of the
accelerator while installation or maintenance work is ongoing in the undulator tunnels.
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Figure4.1.1  Schematic layout of the accelerator.
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Figure4.1.2  3-D sketch of the accelerator complex.

The layout of the linac includes precautions for energy management in case of RF
component failure. The section between the two bunch compression stages consists of
three RF units with four accelerator modules each, out of which only two have to be active
to accelerate the beam to 2 GeV at the design gradient. Likewise, the main section of the
linac (from 2 to 20 GeV) has an overhead of two RF stations. This guaranteesthatin case
of an RF unit failure, there is sufficient energy reserve to maintain both the beam energy
at the second bunch compressor stage as well as at the end of the linac. Tunnel access
for repair of RF stations during scheduled operation time can, thus, be safely avoided. In
practice, the reserve stations will not be left idle when not needed. Instead, all available
stations will be operated with reduced gradient and in case a station fails, the gradient will
be increased in the other sections to keep the beam energy constant.

The main parameters of the accelerator are summarised in Table 4.1.1. The beam
energy required for 0.1 nm photon wavelength in the SASE 1 and SASE 2 beamlines is
17.5GeV. Thelinac design energy of 20 GeV thus already includes the potential to reach
a lower wavelength of about 0.08 nm. The required peak power per RF station is well
below the limit of the 10 MW multibeam klystrons (Section 4.2.4). This lower mode is
beneficial for highly reliable operation on one hand and potential upgrade of the beam
energy or duty cycle on the other (see Section 4.1.3). Likewise, the cryogenic system is
laid out with an overhead of 50% (Section 7.2.5) with similar operational benefits.
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Energy for 0.1nm wavelength (maximum design energy)

17.5 GeV (20 GeV)

Number of installed accelerator modules 116
Number of cavities 928

Acc. gradient (104 active modules) at 20 GeV 23.6 MV/m
Number of installed RF stations 29
Klystron peak power (26 active stations) 5.2 MW
Loaded quality factor Qext 4.6 x 108
RF pulse length 1.4ms
Beam pulse length 0.65ms
Repetition rate 10 Hz
Maximum average beam power 600 kW
Unloaded cavity quality factor Qo 10

2K cryogenic load (including transfer line losses) 1.7 kW
Maximum number of bunches per pulse (at 20 GeV) 3,250 (3,000)*
Minimum bunch spacing 200 ns
Bunch charge 1nC
Bunch peak current 5 kA
Emittance (slice) at undulator 1.4 mm*mrad
Energy spread (slice) at undulator 1 MeV

Table4.1.1 Main parameters of the accelerator.

The specified bunch slice emittance takes into account a 50% dilution budget from the
injector to the undulators, significantly higher than the calculated dilution from the bunch
compression process. The specified slice energy spread takes into account the intentional
beam heating to avoid micro-bunching in the compressor (Section 4.4).

4.1.3 Operational flexibility and future options

The single set of basic reference parameters in Table 4.1.1 does not cover the full range
of operational flexibility of the linac. There is, within certain limits, a considerable flexibility
in operational parameters, based on built-in performance reserves of its technical
components.

4.1.3.1 Energy variation

Operation at lower beam energy, thus extending the photon wavelength range to softer
X-rays, is an obvious possibility. Variation of the beam energy will always be done by
changing the accelerating gradient in the main part of the linac, i.e. after the bunch
compressor, leaving the delicate set-up of the lower energy part of the machine
completely untouched. Within a range of +1.5%, a beam energy variation can be applied
even within a bunch train (by appropriate programming of the low level RF system). The
beamlines after the linac are designed for this dynamic range.

! The limitation to 3,000 bunches at 20 GeV beam energy is related to a maximum load of 300 kW on
each of the beam dumps in the initially installed two electron beamlines.
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Based on the experience gained with the superconducting TESLA cavities (see Section
4.2.1), it can be realistically expected that the linac can be operated at an accelerating
gradient somewhat above the specified design value of 23.6 MV/m at 20 GeV. An
increase of the gradient to about 28 MV/m would permit a maximum beam energy of
24 GeV, thus significantly extending the photon wavelength range to harder x-rays,
provided that an improved injector beam quality simultaneously becomes available to
maintain saturation of the Self-Amplified Spontaneous Emission (SASE) Free-Electron
Lasers (FEL) process. The RF system power reserve can cope with the required
increase in peak power per station. The cryogenic system also has a certain built-in
reserve but, at higher energies, the linac repetition rate will have to be somewhat reduced
below the nominal value of 10 Hz (see below). All beamline components downstream
from the linac are laid out for a maximum energy of 25 GeV, to avoid the conventional
accelerator components becoming a limitation for the energy reach.

4.1.3.2 Repetition rate variation

In addition to the possibility of higher beam energies, the available reserve in the RF and
cryogenic systems can also be used for increasing the linac repetition rate and thus the
duty cycle of the pulsed linac. The limitations on repetition rate depend on the energy at
which the linac is operated: at lower energy the RF system is the limitation, at higher
energy the cryogenic system. In order toillustrate the likely accessible range of maximum
repetition rate against energy, these two limitations are plotted in Figure 4.1.3, under the
assumption that the RF systems are operated at 80% of their maximum average power
capability and the cryogenic plant at 80% of its design 2 K cooling capacity (the
assumption of going to 100% of the design values is viewed as unrealistic for a highly
reliable and stable operation). It should be noted that in this case an improvement of the
injector for higher duty cycle is also necessary.

Higher repetition rates than those shown in Figure 4.1.3. are also possible, if the length of
the beam pulse (and thus, the maximum number of bunches per pulse) is reduced. This
way, the problem of duty cycle limitation from the injector can also be mitigated. The
essential limitation is the maximum pulse rate of the RF power stations, which cannot be
arbitrarily increased even if the average power is kept constant. The upper limit for the
repetition rate with short pulses is expected to be about 30 Hz at 17.5 GeV beam energy.
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Figure4.1.3 Limitation of the linac repetition rate as a function of beam energy. A
constant beam pulse length of 0.6 ms is assumed.

4.1.3.3 Future option of CW operation

At sufficiently low beam energy, a 100% duty cycle, i.e. CW, mode of operation is
conceivable, an option which is only possible with a superconducting linac. This option is
viewed as not being part of the first stage of the X-Ray Free-Electron Laser (XFEL)
Facility and can only be briefly discussed here. Continuous wave operation is not a
possibility at full energy, because the cryogenic load would become excessive. If,
however, experience with the SASE process at short wavelength and improvements of
injector performance indicate that the 0.1 nm wavelength regime becomes accessible
with electron beam energies around 6-8 GeV, the CW option could be very attractive
since it allows optimisation of the beam time structure with experiments’ requirements
over a very large range. This is illustrated in Figure 4.1.4, where the pulsed machine is
compared with a CW linac for the usable average bunch frequency as a function of the
maximum bunch frequency which a certain experiment can tolerate (e.g. for detector or
sample recovery time reasons). For example: an experiment needs a recovery time of
0.1 ms between photon pulses. With a CW linac, the experiment can operate at the full
average bunch (=photon pulse) frequency of 10 kHz, whereas with a pulsed linac of ~1%
duty cycle (and in principle maximum possible bunch frequency of 5 MHz), only ~100 Hz
of average bunch frequency can actually be used.
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Figure4.1.4  Usable average bunch frequency against maximum tolerable bunch
frequency for an experiment for a CW operation compared to the pulsed XFEL linac (see
Section 4.1.3.3).

A possible set of main parameters for operating the XFEL linac in CW mode is sketched
in Table 4.1.2. The 2 K cooling capacity of the cryogenic plant would have to be
approximately doubled for this option and a low power CW RF system would have to be
added (space in the linac tunnel is available). With today’s available technology, this
would consist of one inductive output (I0OT) device per accelerator module. As a result of
the relatively low accelerating gradient, the external quality factor has to be increased by
only amoderate factor comparedto pulsed operation, cavity detuning due to microphonics
is not a serious problem and much of the RF power could be fed to the beam instead of
being needed mainly to stabilise the accelerating field.

Beam energy 7 GeV
Accelerating gradient 7.5MV/m
Number of CW RF stations 116
RF power per accelerator module ~20 KW
Beam current 0.18 mA
Loaded quality factor Qex 2 x107
Bunch frequency 180 kHz
Unloaded quality factor Qo 2.10%
2 K cryogenic load ~3.5 kW

Table 4.1.2 Sketch of possible parameters for a future option of operating the linacin
CW mode.
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4.2 Linac

42.1 Cavities
4.2.1.1 Introduction

The XFEL accelerating cavity is a nine-cell standing wave structure of about 1 m length
whose fundamental TM mode has a frequency of 1,300 MHz. It is identical to the
so-called TESLA cavity [4-1], made from solid Niobium, and is bath-cooled by superfluid
Helium at 2 K. Each cavity is equipped with: a Helium tank; a tuning system driven by a
stepping motor; a coaxial RF power coupler; a pickup probe; and two higher-order mode
(HOM) couplers. The superconducting resonators are fabricated from bulk Nobium by
electron-beam (EB) welding of deep-drawn half cells. The tubes for the beam pipes and
the coupler ports are made by back extrusion and are joined to the cavity by EB welds.

XFEL
Type of accelerating structure standing wave
Accelerating mode TMO010, t-mode
Fundamental frequency fre [MHZ] 1300
Nominal gradient Eacc [MV/M] 23.6
Quality factor Qo > 10
Active length L [m] 1.038
Cell-to-cell coupling Kee [%6] 1.87
Iris diameter [mm] 70
R/Q [Q] 1036
Epeak/Eacc 2.0
Bpeak/Eacc [MT/MV/m] 4.26
Tuning range [kHZz] + 300
AfIACL [kHz/mm] 315
Lorentz-force detuning constant Kior [HZ/(MV/mM)?] 1
Qext Of input coupler 4.6 x 108
Cavity bandwidth f/Qex [Hz] FWHM 283
Fill time [us] 780
Number of HOM couplers 2

Table 4.2.1 Parameters of the nine-cell cavity (note: R = V%P, where P is the
dissipated power and V the peak voltage in the equivalent LCR circuit).
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Figure 4.2.1: Side view of the nine-cell cavity with the main power coupler port (right), the
pick up probe (left), and two HOM couplers.

4.2.1.2 Superconducting material and cavity fabrication

Niobium (Nb) with the highest critical temperature and critical magnetic field of all pure
metals (T_=9.2 K; superheating field of approximately 240 mT) is the favourite material for
the fabrication of superconducting RF cavities. In addition, Niobium is chemically inert (at
room temperature the surface is covered by a protecting pentoxide layer), it can be easily
machined and deep drawn, and itis available as bulk and sheet material in any size. The
majority of the RF cavities worldwide are formed from Niobium sheet material. There
exist superconductors with a higher critical temperature and field, but in practice, cavities
based on these materials have shown much inferior performance compared to Niobium
cavities. The bulk Niobium is adopted as the material for XFEL cavities.

A high thermal conductivity in the cavity wall is needed (at least 10 W/m K at 2 K) to
transfer the dissipated RF power to the liquid Helium coolant. For bulk Niobium cavities
this requires Niobium of exceptional purity. The requirements of high purity Niobium are
listed in Table 4.2.2.

The residual resistivity ratio (RRR=300 for XFEL cavities) is a common indicator of the
purity level. The main interstitially dissolved impurities that act as scattering centres for
unpaired electrons and reduce the RRR and therefore, the thermal conductivity, are
Oxygen, Nitrogen, Hydrogen and Carbon. Oxygen is dominant due to the high affinity of
Niobium to the Oxygen. The influence of Hydrogen on the RRR is not so significant, but
the content of Hydrogen should be kept small (less than 3-5 pg/g) to prevent the hydride
precipitation and degradation of the Q-value of the high RRR cavities under certain cool
down conditions (Hydrogen Q disease).
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Electrical and mechanical properties of Niobium Content of the main impurities pg/g
Residual Resistivity Ratio > 300 Ta <500 H <2
Grain size ~50 um w <50 0 <10
Yield strength > 50 N/mm? Mo <50 N <10
Tensile strength > 140 N/mm? Ti <50 C <10
Elongation at fracture > 30% Fe <50

Vickers hardness HV 10 <60 Ni <50

Table 4.2.2 Technical specification for Niobium applied for the fabrication of 1.3 GHz
superconducting cavities.

Among the metallic impurities, Tantalum (Ta) has the highest concentration (500 pg/g).
This element accompanies Niobium in most ores; modern separating methods are
based on solvent extraction. The impurity level of 500 pg/g is normally harmless for
cavities since Tantalum is a substitutional impurity and does not substantially affect the
scattering mechanism. Next in abundance among substitutional impurities are metals
such as Tungsten (W), Titanium (Ti), Molybdenum (Mo), Iron (Fe) and Nickel (Ni) usually
at the level less than 30-50 ug/g.

Several remeltings in a high vacuum electron beam furnace allow purification of the
Niobium ingot. Light elements evaporate during this process. Four to six melting steps
are generally necessary to reach the RRR=300 level with few pg/g of interstitial
impurities. The content achieved by melting should be maintained during fabrication and
treatment.

The Niobium should be free of defects (foreign material inclusions or cracks and
laminations) which will initiate a thermal breakdown. For example, Tantalum clusters are
dangerous, as they could result in a normal-conducting spot [4-2]. An eddy current
scanning device for defect diagnostics in Niobium sheets was successfully developed for
TTF and will be applied for the XFEL [4-3]. A SQUID scanning system could be more
sensitive and is currently in development. The acceptance test of the material includes
the RRR measurement, microstructure analysis, analysis of interstitial and metallic
impurities, hardness measurement, tensile test, examination of the surface roughness
and defects diagnostic.

The fabrication procedure of XFEL cavities consists of the deep drawing and EB welding
of the parts into a cavity assembly. This procedure is well established and has about 20
years of industrial fabrication experience. Half cells are produced from Niobium discs
pressed into shape using a set of dies. The dies are usually fabricated from hard
anodised aluminium alloy. For establishing the form of the deep drawing tools, the spring-
back of the Niobium sheet material has to be taken into consideration. Deep drawing is
sensitive to the mechanical properties of Niobium. In particular, small and uniform grain
size (see Table 4.2.2) is essential, unless mono-crystalline sheets can be used (see the
end of this section). The Niobium sheet must be annealed to achieve complete
re-crystallisation, and to remove lattice defects, without growing large grains. Too large
grains would result in a roughening effect during the forming process (“orange peeling”).
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If the material is incompletely re-crystallised, it tears during deep drawing. Achieving
good mechanical properties for high RRR Niobium requires the proper choice of
annealing temperature and time. The final annealing of 2.8 mm thick Niobium sheets
occurs normally at 750-800°C in a vacuum oven at a pressure of 10°-10° mbar for 1-2 h.
Niobium also has a low degree of work hardening, which is advantageous for mechanical
forming. In almost all cases when the proper mechanical properties of the sheet are
achieved, cavity parts can be deep drawn to final shape without intermediate annealing.
The accuracy of the half cell is controlled by 3D measurement and by sandwiching the
half cell between two Niobium plates and measuring the resonance frequency.

The EB welding is done in several steps: The weld parameters are chosen to achieve full
penetration. A slightly defocused beam in an elliptic pattern and using 50% beam power
during the first weld pass and 100% beam power in the second pass, creates a smooth
weld seam. Welding from the inside (RF-side) is recommended, wherever possible.
Welds at the equator and iris of cells and at the HOM coupler parts are especially critical
because they will be exposed to high magnetic or electric fields. Therefore, a thorough
cleaning by ultrasonic degreasing, chemical etching, and ultra pure water rinsing and
clean room drying is mandatory; absolutely clean conditions must be assured during
welding. Touching the weld preparation area after the last cleaning must be strictly
avoided. Since Niobium is a strong getter material for Oxygen, it is important to carry out
the EB welds in a sufficiently good vacuum. Tests have shown that RRR300 Niobium has
less than 10% RRR degradation by welding at a pressure lower than 5 x10° mbar.

Two half cells are joined at the iris with an EB weld to form a dumbbell. This EB welding
is usually done fromthe inside. The next step is the welding of the stiffening ring. The weld
shrinkage may lead to a slight deformity of the cell which needs to be corrected.
Afterwards, frequency measurements are made on the dumbbells to determine the
amount of trimming at the equators.

The dumbbells are visually inspected. Defects and foreign material imprints from
previous fabrication steps are removed by grinding. In state-of-the-art EB welding, the
iris welds are very smooth, but it is still good practice to also perform the extra step of
grinding the iris weld in order to ensure a smooth inner surface in this high electric field
region and to avoid geometric field enhancement.

Beam tubes are either purchased as extruded seamless tubes or as rolled from sheet
and EB welded. Flanges for the beam tubes are machined. Flanges are located in
regions of low magnetic field and can be made from NbTi alloy (about 50%Ti).

After proper cleaning, eight dumbbells and two end group sections are assembled in a
precise fixture to carry out the equator welds which are done from the outside.
Experience has shown that all equator welds can be done in one production step (one
evacuation of the EB chamber) without deterioration of the quality.

Use of an Engineering Data Management System (EDMS) for the complete documentation
of the cavity fabrication process and the prompt exchange of all engineering information
with the manufacturer will be required. This implies that all documents (inspection
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sheets, specifications, drawings, etc.) which are created and maintained during the
process of manufacturing the RF cavities, should be made available electronically in the
EDMS. The complete information that must be reviewed by the manufacturer and
approved by the client will be controlled by the system.

A potentially cost effective and more reliable cavity fabrication approach was recently
proposed by colleagues of Jefferson Lab [4-4, 4-5]. High purity Niobium sliced directly
from EB melted large grain ingot was used instead of Niobium sheets. Several single cell
cavities deep drawn and EB welded demonstrated very promising performance. This
approach might result in a possible cost saving option for fabrication of XFEL cavities.
Several large grain Niobium single cells and 1.3 GHz nine-cell cavities will be produced,
treated and RF tested.

4.2.1.3 Cavity preparation

Based on the standard preparation technique, (a buffered chemical polishing (BCP)
followed by high pressure water rinsing), high acceleration gradients up to 30 MV/m were
achieved at TTF [4-6, 4-7]. Encouraging results in cavity performance of 35-40 MV/m
were gained in the cavity preparation with electropolishing in a collaboration of DESY
and the KEK laboratories in Japan [4-8]. Thus, this newly established process has been
chosen as the baseline.

Forthe XFEL, improved quality control measures for the fabrication of the resonators and
the infrastructure for cavity preparation were introduced. The surface preparation relies
on the removal of Niobium with electropolishing (EP) only. With this preparation, the post-
purification with Titanium at 1,400°C can be avoided which leads to a cost reduction.
Easier handling of the cavities due to their more favourable mechanical properties is also
and advantage. The only remaining temperature treatment is an 800°C annealing.

The fundamental advantage of superconducting cavities is their extremely low surface
resistance at 2 K, leading to RF losses which are five to six orders of magnitude lower
than in Copper cavities. The drawback is that even tiny surface contaminations are
potentially harmful as they decrease the quality factor and may even lead to a thermal
breakdown/quench of the superconductor due to local overheating. Perfect cleaning of
the inner cavity surface is of utmost importance. Cavity treatment and assembly is,
therefore, carried out in clean rooms conforming to semiconductor standards.

The cavity preparation for the XFEL industrial production is foreseen to be as follows:

 electrochemical removal of a thick Niobium layer (so-called damage layer) of about
150 pum from the inner cavity surface;

* a rinse with particle free/ultra-pure water at high pressure (~100 bar) to remove
residues from the electrochemical treatment;

 outside etching of the cavities of about 20 um;
* ultra-high vacuum annealing at 800°C;

* tuning of the cavity frequency and field profile;
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» removal of a thin and final layer of about 30 um prior to the low power acceptance test
done in a vertical dewar;

* rinsing with particle free/ultra-pure water at high pressure (100 bar) to remove surface
contaminants;

» assembly of auxiliaries (pick-up probe and HOM pick-up);
* baking at 120°C in an ultra-high vacuum;
 additional six times rinse with high pressure ultra-pure water (100 bar);

« low power acceptance test at 2 K temperature.

Application of the above techniques combined with extremely careful handling of the
cavities in a clean-room environment led to acceleration gradients of more than 30 MV/m.
The XFEL design gradient of 23.6 MV/m can be reproduced (and likely be exceeded)
within one preparation sequence (see Section 4.2.2.4). The latter is an important aspect
of the series production, where a costincrease by a reapplied treatment procedure hasto
be avoided.

Cavity treatment

A Niobium layer of in total 180 um is removed in several steps from the inner cavity
surface to obtain good RF performance in the superconducting state. At present, the
standard method applied for material removal for XFEL test cavities at DESY is EP. An
acid mixture of hydrogen fluoride (HF) (48%), and H,SO, >96% mixed in a volume ratio of
1:9is used. The acid is heated to 30-35°C and a constant voltage of 17 volts is applied
between the electrode made from pure aluminum and the cavity body. Closed loop
pumping of the acid through the cavity is used. After rinsing with ultra-pure water and
drying in a class 100 clean-room, the cavities are annealed at 800°C in an Ultra-High
Vacuum (UHV) oven to out-gas possibly dissolved Hydrogen and to relieve mechanical
stress, introduced in the Niobium during deep drawing in the cavity fabrication.

After the heat treatment, the cavities are mechanically tuned to adjust the resonance
frequency to the design value and to obtain equal field amplitudes in all nine cells. This is
followed by a light EP of about 30 um material removal, a rinse with water at high-
pressure (100 bar), and drying in a class 10 clean-room. This surface treatment is
followed by the assembly of HOM antennae, the RF pick-up probe, and a provisional
input antenna for the low power acceptance test. Even if this is done under controlled
clean-room conditions, the cavities are rinsed with high pressure water six times to
remove particles that may be introduced during the assembly process. The final
acceptance step is an RF test in a super fluid Helium bath cryostat, (the vertical dewar).

String assembly

Atotal of eight superconducting resonators completed by one superconducting quadrupole
magnet package are combined to form a module string inside a clean-room. In orderto do
S0, the cavities are disassembled from the test inserts and the field profile and frequency
are adjusted before welding the resonators into their individual Helium container. Tank

61



62

XFEL accelerator

welding takes place in a normal workshop area. A bead pull system that stays with the
cavity until the end of this procedure is installed inside the clean-room to keep the
resonator interior as clean as it was during the low power acceptance test. For the string
assembly, the provisional input antenna gets replaced by the power coupler. Finally, the
cavities are rinsed six times with ultra-pure high pressure water for removing particles
that may be introduced during the assembly process.

The interconnection between cavities and the attachment to the quadrupole magnet
package with its integrated beam position monitor are made in a class 10 clean-room by
insertion of a bellows between the beam pipes of the individual components. During the
assembly procedures the working area is monitored by air particle counters. An integral
leak check finalises the string assembly before roll-out of the string for module assembly.

Diagnostic methods and quality control for cavity preparation

To ensure a reproducible cavity preparation, several diagnostic methods and quality
control procedures are installed:

» Control of the ultra-pure water in use for the cavity rinses:

The main ultra-pure water supply, as well as the point-of-use stations (tap connection),
are controlled for particles by online measurements of the particulate contamination,
the total oxidable carbon (TOC) content and the resistance of the water.

* The clean-room and process gases (Argon):

The air and process gases Argon and Nitrogen underlie a general monitoring of particle
contamination and air flow conditions (flow speed/flow direction). During the assembly
procedures the working area is monitored by additional air particle counters. These
data, taken at the point of work, are the basis of quality control of the assembly
procedure.

» High pressure rinsing:

To control the quality and efficiency of the high pressure rinses, the drain water,
coming from the inside of the resonator, is conducted through a filter which is examined
by a scanning light microscope to identify particulates.

4.2.1.4 Cavity performance

Radio frequency performance tests on the cavities are a crucial tool for quality control.
The performance of the cavities is determined by measuring their “excitation curve”, i.e.
the so-called quality factor Q as a function of the accelerating gradient. In first
approximation, this quality factor Q is independent of the gradient. In a real cavity the
non-perfect superconductor surface leads to a gradient dependence. The low power
acceptance test done in a vertical bath cryostat at 2 K temperature includes the
measurement of the “excitation curve” with its gradient limit, and the determination of the
dark current onset caused by field emission.
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Test setup for the acceptance test

The testinfrastructure includes a bath cryostat and its auxiliaries needed to cool down the
cavity to 2 K using liquid Helium. The RF measurement setup includes a low level RF
feedback system based on a phase locked loop (PLL) to hold the RF generator’s signal
frequency equal to the resonance frequency of the cavity f. A solid state continuous
wave (CW) 1 kW L-band RF amplifier is used to feed the cavity. Calibrated directional
couplers and RF power meters are used to measure the forward, reflected and
transmitted RF power. A digital scope, used together with logarithmical amplifiers,
detects the signal’s pulse shape (see Figures 4.2.2 and 4.2.3). Prior to the measurement,
a low power calibration is done. This allows the calculation of the accelerating gradient
E,.from the transmitted (probe) power values. The cavity quality factor Q, is derived from
the stored energy, the RF pulse decay time, and the measured RF power coupling
coefficients.

During the test, multi-pacting? can occur at accelerating gradients of 17-22 MV/m.
Conditioning is typically finished in less than half an hour. The usual gradient limitation is
a thermal breakdown (called quench) caused by defects or inclusions heating up the
cavity surface. X-rays can be produced by field emitted electrons due to a particulate
contamination. These electrons are contributing to the dark currentin the accelerator and
increase the power dissipated inside the cavity. The consequence is a reduction in
quality factor and, therefore, the emitted dark current can limit the cavity performance.
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Figure 4.2.2  Vertical cryostat Figure4.2.3 Forward and reflected
cavity test diagram. RF power pulses.

2 Multi-pacting = “Multiple impacting” — electrons emitted from the cavity surface are accelerated and hit
the surface yielding secondary electrons. If the secondaries are generated in resonance with the RF
frequency, an avalanche is generated. Processing reduces the secondary emission coefficient of the
surface.
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Results from acceptance test

As mentioned before, the envisaged XFEL surface preparation is based on EP and
800°C annealing. The classical cavity surface preparation uses a 1400°C post-purification
and etching as described in [4-6, 4-7]. Electro-polishing offers prospects for significantly
higher gradients (Figure 4.2.4) [4-8, 4-9].
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Figure 4.2.4  “Excitation curves” of the best cavities treated with 800°C furnace
treatmentand EP. The XFEL baseline gradient of 23.4 MV/m is exceeded by a significant
margin.

Comparing the first performance tests on each cavity from both preparation techniques
shows that the new XFEL procedure yields an average gradient of 28.4 +/- 3.6 MV/m at
Q, of 10'°, whereas the classical procedure achieves 24.0 +/- 4.8 MV/m.
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Figure4.25 Comparison of the accelerating gradients at Q =10 in the first
performance test after the full preparation sequences using etching with post-purification
at 1,400°C (blue) and EP with 800°C annealing (red).

High power test set-up

A high power test of each individual cavity is done after assembly of the cavities into the
accelerator module cryostats. In addition to that, a fraction of the cavities in production
will be tested in an horizontal cryostat cavity test as a cavity qualification test done at 2 K
in pulsed RF power mode (CHECHIA, [4-10]).

The goal of this test is to measure the performance of a resonator including all its
auxiliaries such as main RF power coupler, HOM couplers, tuner and Helium tank. Done
either in the completed module or in an horizontal test cryostat, the test conditions are
identical with operation conditions in the linac, except for the electron beam.

The test infrastructure includes an L-band klystron to feed the cavity with pulsed RF
power up to 1 MW. Calibrated directional couplers and RF power meters are used to
measure the forward, reflected and transmitted RF power. A digital scope is used
together with logarithmical amplifiers to obtain the signal’s pulse shape. Prior to the
measurement a low power calibration is done. This allows the calculation of the
accelerating gradient E___ from the transmitted (probe) power values. The cavity quality
factor Q, is derived from the stored energy W and the cryogenic losses P, _, measured as
Q,=2nf,W/P

loss”

The cavity operating mode as well as the HOM spectra and quality factors are measured
to evaluate the HOM couplers’ performance. The variable coupling factor of the main
input coupler is checked for the whole antenna movement range and set to the aimed
Q. Value of 4.6 x 10°.
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Figure 4.2.6  Horizontal cryostat cavity test diagram.

The test is done in three major steps:

1 The main RF power coupler is conditioned with the cavity being off resonance;
this is done at room temperature.

2 Coupler and cavity are then conditioned with the cavity being on resonance at
2 K.

3 The Q, vs. E__. measurement is done during ‘flat-top’ pulse operation; the cavity
performance limit is investigated.

The power coupler off-resonance conditioning is carried out for pulse lengths of 20, 50,
100, 200, 400 ps with RF power up to 1 MW, and for pulse lengths of 800 and 1,400 ps up
to 600 kW. On-resonance conditioning uses rectangular pulses up to the length of the
cavity filling time (780 ps), and for longer pulses (up to 1.4 ms) with a reduced forward
power in order to keep the cavity gradient constant during the pulse®. During the last
stage the cavity quality factor is determined measuring the cryogenic losses at various
accelerating gradient values up to the cavity limit. The x-rays associated with the dark
current are measured in addition.

3 Cavity conditioning might include high peak power processing (HPP) done with the pulse lengths of
100-1300 ps up to the cavity breakdown or the 1 MW power limit. The HPP procedure can help to
remove the existing cavity electron emitters by applying the short high RF power pulses. [4-11]
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High power test results

The accelerating fields achieved in the vertical and the horizontal tests are well
correlated [4-8, 4-6]. In afew cases a reduced performance was seen, usually caused by
field emission. Several cavities improved their performance in the horizontal test
because of operation with short (millisecond) pulses instead of the CW operation in the
vertical cryostat. The results show that the good performance of the cavities is
maintained by taking care to avoid dust contamination during the mounting of the Helium
vessel and power coupler. The ultimate performance test of the cavities is done after
assembly of the cavity string and their installation into the accelerator module cryostat
vessel. The experience obtained at TTF with the accelerator modules is summarised in
Figure 4.2.7.

As can be seen, the latest generation accelerator modules (M4 and M5) have operational
gradients above the baseline gradient for the XFEL. The expected performance from the
acceptance test could be transferred to the fully assembled modules for these modules.
For some of the TTF accelerating modules this is not the case. The performance
degradation in those modules is partially linked to the different scheme of cavity
positioning used as well as to missing quality control procedures in the earlier string and
module assemblies.
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Figure 4.2.7 Performance of the TTF accelerator modules. The plot shows the
average maximum gradient in the accelerator modules against the average gradient
achieved in the acceptance tests at Q=10'° (open symbols). In addition, the operational
gradient of the modules is plotted against the acceptance test gradient (closed symbols)
which is based on equal RF power feeding.
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4.2.2 Auxiliaries

4.2.2.1 Main power coupler

The XFEL linac coaxial RF power input coupler has been developed [4-12, 4-13]
consisting of a cold section which is mounted on the cavity in the clean-room and closed
by a ceramic window, and a warm section which contains the transition from the coaxial
line to the waveguide. This section is evacuated and sealed against the air-filled wave
guide (WR650) by a second ceramic window (see Figure 4.2.8). The elaborate two-
window solution was chosen for additional protection of the cavity against contamination
during mounting in the accelerator module, and against a window fracture during linac
operation.

Bellows in the inner and outer conductors of the coaxial line of the coupler allow a few mm
of motion between the cold mass and the vacuum vessel when the cavities are cooled
from room temperature to 2 K. A low thermal conductivity is achieved by using stainless
steel pipes and bellows with a 10-30 um Copper plating at the radio frequency conducting
surface. Lower values than the design heat loads of 6 W at 70 K, 0.5 W at 4.5 K and
0.06 W at 2 K have been achieved in practice.
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Figure 4.2.8  The coaxial power input coupler for the XFEL linac cavities. The coaxial
part is thermally connected to the 4.5 K and 70 K radiation shields of the cryostat. The
input antenna is movable to vary Q_  in the range 10° - 10",
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The coupler features two cylindrical AL,O, windows which are insensitive to multi-pacting
resonances according to the simulations, and are coated with Titanium nitride to reduce
the secondary electron emission coefficient [4-14, 4-15, 4-16]. The coaxial line is also
insensitive to multi-pacting resonances. A further suppression is achieved by applying a
DC bias voltage (up to 5 kV) to the inner conductor.

At 20 GeV beam energy, an instantaneous power of 120 kW has to be transmitted to
provide a gradient of 23.6 MV/m for a 600 us long beam pulse of 5 mA. The maximum RF
pulse lengthis 1.38 ms, the filling time of the cavity amounts to 720 us. The repetition rate
is 10 Hz (1.37% duty cycle) and the average power amounts to 1.6 kW. The external
quality factor of the coupler is Q_, = 4.6 x 10° at 23.6 MV/m. By moving the inner
conductor of the coaxial line, Q_ can be varied in the range 10°-107 to cope with different
beam loading conditions and to facilitate an in-situ high power processing of the cavities
at RF power levels up to 1 MW. This feature has proven to be extremely useful on several
occasions to eliminate field emitters that entered the cavities at the last assembly stage.
The continuous wave (CW, 100% duty cycle) operation, as an XFEL upgrade option, with
an accelerating gradient of 7 MV/m and a beam current of 0.18 mA would need 2.5 kW of
CW power for the coupler, including regulation overhead; it will take advantage of using
tunable Q

ext”

All couplers must be conditioned in order to perform according to specifications. During
experimental tests at TTF, the couplers were able to transmitup to 1.5 MW of peak pulsed
RF power at 2 Hz repetition rate in travelling wave mode on the coupler test stand, and
600 kW at 5 Hz repetition rate in standing wave mode with cavities operated at 35 MV/m
in a horizontal test cryostat (2,400 hours of operation, 2.5 kW of average RF power) [4-8].

4.2.2.2 Damping of higher-order modes (HOM)

The spectrum of the electron bunch reaches very high frequencies up to 5 THz due to the
short length 5, = 25 um of the accelerated bunches. The integrated longitudinal loss
factor of the accelerator module housing eight nine-cell cavities is 135 V/pC and the total
power deposited by the nominal beam (30,000 bunches/s) in an accelerator module is
5.4 W if no resonant excitation takes place [4-17]. Its distribution for various frequency
ranges is shown in Figure 4.2.9. Two types of devices, HOM couplers and beam pipe
absorbers, are proposed for extracting this power from the 2 K environment. Modes
below the cut-off frequency of the interconnecting beam tubes (non-propagating part of
the spectrum) will be suppressed by the HOM couplers [4-18] of which two will be
attached to the end beam tubes of each cavity. The HOM couplers, based on the coaxial
line technique (Figure 4.2.10) will also suppress non-propagating modes in case of their
resonant excitations.
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Figure 4.2.9 HOM power distribution against Figure 4.2.10 HOM coupler.

frequency for the nominal pulse operation.

A large proportion (~80%) of the propagating power will be dissipated in the beam pipe
absorbers (Figure 4.2.11) to mitigate additional cryogenic load at 2 K. These devices
installed between accelerator modules will absorb the power in the lossy ceramic rings
and transfer generated heat to the 70 K environment.

In the beam pipe absorber and HOM coupler designs we take into account a possible
upgrade of the XFEL Facility to higher average brilliance by operating it with more
bunches in CW or near-CW modes [4-19]. For this, the absorber power capability has
been specified to be 100 W which will allow for acceleration of up to one million nominal
bunches per second. Even for this high power, good heat conductivity of the chosen
ceramic keeps the temperature gradient across the ceramic ring below 140 K. Several
performed tests confirmed that this gradient does not change the mechanical and RF
properties of the absorber. The HOM couplers will be equipped with high heat conductivity
feedthroughs (as compared to those used at present for the TTF cavities) allowing their
Niobium output probes to be kept in the superconducting state, so avoiding additional
cryogenic load at 2 K.
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Figure 4.2.11 Layout of the beam pipe absorber.

4.2.2.3 Helium vessel and tuning system

The cavity is welded into a cylindrical vessel which contains the superfluid Helium
needed for cooling and serves as part of the tuning mechanism. The vessel is made from
Titanium whose thermal contraction is almost identical to that of Niobium. A Titanium
bellows allows the length to be adjusted by the mechanical tuner.

Slow tuner

Tuning the cavity to its nominal operating frequency is a challenging task since the cavity
length must be adjusted with sub-micron accuracy. The tuning system used at TTF
consists of a stepping motor with a gear box and a double lever arm. The moving parts
operate at 2 Kinavacuum. The frequency tuning range is about 400 kHz with a resolution
of 1 Hz. The tuners in the TTF linac have been working since 1997 with high reliability.
The tuner for the XFEL is based on a tuner design used for 1.5 GHz cavities built by CEA
Saclay [4-20, 4-21], and being in operation at the ELETTRA and PSI synchrotron light
sources. The new design will be stiffer than the TTF tuner, using a double lever with a
screw-nut system. In contrast to the TTF design, the cavity is stretched by the tuner. This
has the advantage that the piezo elements are compressed under all circumstances (see
Figure 4.2.12).

71



72

XFEL accelerator

2 levers 2 beams fixed on
cavity flange

cavity flange

stepping motor

with gear box
support of the two

piezos fixed on the
helium tank

Nb cavity

screw-nut
system flexible piezo

support

Figure 4.2.12 Overview of the tuner design for the XFEL.
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Figure 4.2.13 The principle of operation of the fast piezoelectric elements [4-21].
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Frequency stability of the cavities within an RF pulse (fast tuner)

The pulsed operation leads to a time-dependent frequency change of the nine-cell
cavities. The stiffening rings joining neighbouring cells are adequate to keep this so-
called “Lorentz-force detuning” within tolerable limits up to the nominal XFEL gradient of
23.6 MV/m.

To allow for higher gradients and to further improve frequency stabilisation, the cavity
deformation mustbe compensated for. This approach has been successfully demonstrated
using a piezoelectric tuner [4-8, 4-21] (see Figure 4.2.14). The result indicates that the
present stiffening rings augmented by a piezoelectric tuning system will permit efficient
cavity operation for all operation modes of the XFEL. In addition, for lower gradients the
frequency of the cavities can be stabilised to a few Hz leading to a better phase stability
during the RF pulse [4-22, 4-23].

The principle of the new XFEL tuner is based on the fact that the preload is directly
applied onthe piezo actuators by the cavity elasticity. No additional force is applied by the
support of the piezo elements. With this concept, the preloading of the piezos can be
predicted in a more precise way, which is an important improvement compared to the
TTF tuner. A prototype system is currently being tested at CEA and DESY.
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Figure 4.2.14 Lorentz-force detuning in pulsed mode operation at gradients from 11 to
37 MV/m (left). High-power pulsed test at 35 MV/m of an EP nine-cell cavity. The
measured detuning during cavity filling and “flat top” at 35 MV/m with and without piezo-
electric compensation.

4.2.2.4 Accelerator module (cryomodule)

The design of the accelerator module described here is based on the third cryomodule
generation for the TTF. Two of these so-called type-3 modules have been successfully
tested and operated in the TTF linac since March 2003. The length of the type-3 module
is 12.2 m, the total weight 7.8 t, (2.8 t for the cold mass and 5 t for the vacuum vessel). Its
major components are:
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a Carbon steel vacuum vessel with a standard diameter of 38”;

a 300 mm Helium Gas-Return-Pipe (GRP) acting as a support structure, together
with three adjustable posts on top of the vacuum vessel. The middle post is the fixed-
point but, the outer posts can slide in a longitudinal direction, because during-cool
down the ends of the 12 m long GRP move by up to 18 mm towards the centre of the
module;

a 2 K forward line transferring single phase Helium, a 2 K two phase line connected
to the cavity Helium vessels, a 5-8 K forward and return line, a 40/80 K forward and
return line, and a warm-up/cool-down line with capillaries to the bottom of each cavity
vessel;

Aluminum thermal shields with stiff upper parts for 4 K and 40/80 K with 10 layers of
super-insulation (MLI) for 4 K and 30 layers for 40/80 K, attached to the support
structure;

eight completed cavities and one beam position monitor (BPM)/magnet unit, attached
to the GRP;

the cavities and BPM/magnet unit can be aligned individually. To keep the cold coupler
head of each cavity fixed within 2 mm, each cavity is anchored to a long Invar rod
attached to the longitudinal centre of the GRP at the middle post. In addition, the
cavity and magnet Helium vessels and GRP are wrapped with 10 layers MLI to reduce
the heat transfer in the event of vacuum failure;

manually operated valves to terminate the beam tube at both ends;
a HOM-Absorber is part of the beam pipe and installed next to the BPM/magnet unit;

four C-shaped stainless steel elements clamp a Titanium pad welded to the Helium
tank. Rolling needles drastically reduce the longitudinal friction. The cavities are
independent from the elongation and contraction of the HeGRP.

lateral and vertical position the are defined by reference screws. The longitudinal
position can be fixed by the use of an Invar rod.

Well defined procedures to prepare the individual components, guide the assembly and
installation, and test the linac cryogenic operation of an accelerator module, are
available. Already 10 accelerator modules have been built and successfully commissioned
for the TTF linac during the last ten years.
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Figure 4.2.15 Cross-section of a type-3 cryomodule.

The type-3 cryomodule meets nearly all the requirements of the XFEL modules, with the
following exceptions:

* the cold magnet will be operated at 2 K (now up to 4 K at TTF) with conduction cooled
current leads; the cold magnet and BPM will be one unit; at the XFEL, the 4 K circuit
raises up to ~8 K temperature;

» a HOM-Absorber will be placed in module interconnection with 40/80 K cooling; the
maximum cooling capacity is laid out for a future CW-operation of the XFEL linac;

» a modified cavity frequency tuner with fast (piezo) tuning will be used,;

» the cavity-to-cavity spacing will be corrected to be exactly one RF wavelength.
Shortening the cryomodule length by 230 mm allows for an inter-module cavity-to-
cavity spacing of a multiple of the RF wavelength.

These necessary modifications are on the way and will be introduced and tested in two
further accelerator modules (M8 and M9) of the so-called cryomodule type-3+ in
November/December 2006. Industrial studies for the assembly of modules in later series
production have been launched.
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Module performance Module 4 Module 5 XFEL specification
RF gradient reached
Design >24 MV/m >25 MV/m 23.6 MV/m
Measured average >26 MV/m average >29 MV/m

Dynamic cryo losses 2K reached
25MV/m 5Hz 500/800pus

Design 3.0 W (Qo=1E10) 3.0 W (Qo=1E10) 3.0 W (Qo=1E10)
Measured 2.3W Qo=1.3E10 2.0 W Qo=1.7E10

Static cryo losses

2K/4K/40-80K

Design

Estimated

Measured

Number of leaks

He - insulation

He = beam pipe

Insulation - coupler

Insulation = beam pipe

Coupler > beam pipe

Alignment x/y inside

Cavities design x/y
measured x
measured y

Magnet/BPM design
measured x
measured y

Alignment z inside

Coupler antenna design z
within 2 mm

Measured z x-ray

4.2/21.0/12 W
2.8/13.9/77TW
<3.5/13.5/74 W

O O O O O o

+0.5/-0.5 mm (peak)
+0.32/-0.19 mm
+0.10/-0.35 mm

+0.3/-0.3 mm (peak)
+0.10/-0.05 mm
+0.35/-0.05 mm

within 2 mm

within <2 mm

4.2/21.0/112 W
2.8/13.9/77T W
<3.5/13.5/74 W

O O O O o o

+0.5/-0.5 mm (peak)
+0.35/-0.32 mm
+0.2/-0.1 mm
+0.3/-0.3 mm (peak)
+0.15/-0.05 mm
+0.20/-0.05 mm

within <2 mm

reached

4.2/21.0/112 W

reached

reached
+-0.5mm (rms)

+-0.3 mm (rms)

reached
within 2 mm

Table 4.2.3

with the XFEL specifications.

Comparison of cryomodule type-3 parameters (after two thermal cycles)
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Figure 4.2.16 CAD cut-away view of the type-3+ cryomodule.

Top: Cold mass with cavities, BPM/magnet, HOM-Absorber beam pipe valve.
Middle: End group of a module.

Bottom: Module-to-module connection.
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4.2.2.5 XFEL magnet package and cold beam position monitor

At the downstream end of the cavity string of each XFEL accelerator module, a magnet
package and an attached BPM is placed (see Figure 4.2.17). The magnet package
containsthree independent superconducting magnets: a super-ferric quadrupole magnet,
avertical and a horizontal dipole magnet. A detailed parameter listis givenin Table 4.2.4
and Table 4.2.5.

Figure 4.2.17 Schematic view of the magnet package, the BPM and the current leads.

A super-ferric magnet design has been selected for the quadrupole because a magnet
with a low gradient can be best realised with a conventional Iron-based design using a
superconducting coil allowing the integration into the 2 K liquid Helium volume in the
XFEL accelerator module. The correction magnets are single layer cos-© type coils
which are directly mounted on the beam pipe. The beam pipe itselfis the inner wall of the
Helium vessel. In order to avoid flanged connections, the vessel is made of Titanium.
This allows welding connections to the cavity tank (also made of Titanium). lron mirror
plates at both magnet ends inside the Helium vessel are included to minimise the stray
field outside the magnet and prevent magnetic field penetration into the cavity area. The
magnet and cryostat design are done in collaboration with CIEMAT [4-24].

Two different types of BPMs are under discussion: the SACLAY design is described in
[4-25], the DESY design is shown in Figure 4.2.17. The connection between the BPM
and the magnet package is the same type as the connections between the cavity tanks.
The axial space is limited to 170 mm.
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Magnet support and alignment with the BPM

The magnet package is hanging at the 300 mm tube using a bearing system to allow axial
movement of about 30 mm during cool-down. The axial position, relative to the central
post, is kept constant by connecting the magnet package to the Invar rod. The bearing
play is minimised by a spring-loaded support.

For machine operation it is important to know the relative position of the quadrupole with
respect to the BPM. The required tolerance for the axis differences is 0.3 mm and it is
3 mrad for the roll angle difference. In order to fulfil these requirements, two dowel pins
are used. The position for the boreholes of the dowel pins at the quadrupole flange will be
calculated from warm magnetic measurements (Ax, Ay and o) and will then be
transferred to the quadrupole flange. By this procedure an arbitrary selection of magnet
packages and BPMs is possible. To follow this procedure one has to ensure that the
deviation of the mechanical and magnetic axes and roll angle of the magnet package is
within £0.4 mm and 6.5 mrad respectively, given by the difference of the bore hole
diameter of the BPM flange and the bolt diameter.

Quadrupole magnet

Winding type Super-ferric
Iron yoke inner diameter [mm] 94.4
Iron yoke outer diameter [mm] 270
Nominal current [A] 50
Nominal gradient [T/m] 35
Magnetic length [mm] 166.5
Number of turns 646 (34x19)
Wire diameter (bare/insulated) [mm] 0.4/0.438
Copper to superconductor ratio 1.35
RRR >70
Filament diameter [micron] 35
Twist pitch [mm] 50
Iron yoke length [mm] 140
Coil length [mm] 200.6
Stored magnetic energy at 50 A [J] 1439
Selfinductance [H] 1.15
Integrated gradient at 50 A [T] 5.828
Integrated b6 at 50 A 104 x b2 at 30 mm 1.34
Integrated b10 at 50 A 104 x b2 at 30 mm -1.10
Coil peak field T 2.47
Integrated gradientat 5 A T 0.6284
Integrated b6 at 5 A 10* x b2 at 30 mm 0.36
Integrated b10 at5A 10* x b2 at 30 mm -0.04
Saturation at 50 A (integrated) % <5
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Table 4.2.4 Parameters of the cold superconducting quadrupole magnet.

Dipole magnet Inner Outer
Winding type C0s-0 C0s-0
Inner diameter [mm] 83.6 88.5
Outer diameter [mm] 85.66 90.56
Nominal current [A] 50 50
Nominal field [T] 0.04 0.04
Magnetic length [mm] 197.5 197.5
Number of turns 33 34
Wire diameter [mm] 0.7/1.03 0.7/1.03
Copper to superconductor 1.8 1.8
RRR 100 100
Filament diameter [micron] 20 20
Twist pitch [mm] 25 25
Iron yoke length [mm] 140 140
Coil length [mm] 230 230
Selfinductance [mH] 0.62 0.73
Integrated field at 50 A [Tm] 0.0079 0.0079
Integrated b3 at 50 A 10-4 x b1 at 30 mm 4.14 -12.66
Integrated b5 at 50 A 104 x bl at 30 mm 119 14
Int.field, dip.&quad@50 A [Tm] 0.0069 0.0068
Saturation at 50 A [%0] 13 14

Table 4.2.5 Parameters of the cold superconducting dipole magnet.

Current leads

Three pairs of current leads for a maximal current of 50 A are necessary. A design of
Copper-coated bronze rods, insulated by Kapton® and embedded in stainless steel
tubes is selected. Two thermal heat sinks, one at 4-8 K and one 40-80 K reduce the heat
load to the 2 K level (see green parts in Figure 4.2.17). The design is based on a CERN
design [4-26] used at LHC. The superconducting wires enter the wiring box, which is
flanged to the Helium vessel of the magnet package. From here stainless steel is used.
The soldered connections of the superconducting wires to the cold ends of the leads are
made in the wiring box and the box is closed by welding. In a complicated path the leads
are brought out through the two thermal shields, allowing a 30 mm relative movement
between the cold and the warm end. The leads are connected by Copper braids to the
heat sinks. They end at a flange on the accelerator module where they are connected to
ceramic feedthroughs, to which the power supplies are then connected.

4.2.3 Vacuum system

The layout of the linac vacuum system of the XFEL is similar to the vacuum system of the
TTF linac described in [4-27] and [4-28].
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4.2.3.1 Vacuum requirements

The requirements for the vacuum system are mainly determined by the goal of reaching
high accelerating gradients in the superconducting cavities. Dust particles can act as
field emitters and thus, limit the performance of the superconducting cavities. As the 2 K
cold cavities are an integral part of the beam pipe they act as huge cryopumps.
Therefore, the risk of contaminating the superconducting cavities with particles and
condensating gas from other vacuum components during assembly and operation
needs to be avoided at all costs. As a consequence, the preparation of all vacuum
components includes, in addition to standard UHV procedures, cleaning in a clean-room
of at least class 100 to remove particles and the installation of components into the
machine under local clean-rooms.

The interaction between beam and residual gas is, however, uncritical and synchrotron
radiation is negligible.

4.2.3.2 Cold vacuum system

The superconducting cavities, fabricated from pure Niobium, are surrounded by a
Titanium tank filled with superfluid Helium. Eight cavities, a superconducting quadrupole
and a beam position monitor are grouped into 12 m long strings, which are assembled in
a class 10 clean-room shown in Figure 4.2.16. The cavities are connected via Copper
coated bellows without RF-shields. The sealing system has been specially developed
and consist of rigid Niobium-Titanium flanges (Nb/Ti55) EB welded to the Niobium
cavities and massive aluminium rings as gaskets [4-29]. After assembly, the complete
string is evacuated, closed off by all-metal manual valves at both ends and inserted into
the module tank.

As shown in Figure 4.2.18 the beam pipe interconnection between the accelerator
modules consists of a 300 mm long section thatincorporates a HOM-Absorber, a bellows
and a vacuum pumping port. Every 12 modules, in the area of the module string
connection boxes, there will be a connection for continuous pumping of the beam
vacuum by sputter ion pumps and all-metal automatic beam valves.

The RF power input coupler attached to each cavity has two ceramic windows, one at a
temperature of 70 K and one at room temperature. This design enables complete closure
of the cavity in the clean-room by mounting the coupler up to the first window, thus
preventing any contamination during further assembly of the module. Additionally, gas
and dust are prevented from entering the cavities in case a crack in one of the ceramic
windows should occur during operation. The warm coupler parts have a common
vacuum for eight couplers of each module which is pumped by a sputter ion pump and a
Titanium sublimation pump.

The accelerator module vessels serve as an isolation vacuum once the cavities are
cooled down to 2 K. The layout is similar to the HERA design [4-30]. The string
connection boxes are equipped with a vacuum barrier, which separates the insulating
vacuum of the module strings, thus separating vacuum sections of 144 m length.
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Figure 4.2.18 Module interconnection including the HOM-absorber.

4.2.4 High power RF system

4.2.4.1 Introduction

The XFEL RF system consists of 31 RF stations, 29 for the main linac and two for the
injector, and another two if the second injector is added. Each station can provide RF
power up to 10 MW peak and 150 kW average at a frequency of 1.3 GHz and distributes
the power to a number of cavities in the XFEL main linac, injector and RF gun.

Each RF station comprises a klystron, an HV modulator, which transforms the AC line
power to pulsed high voltage power, high voltage pulse cables, a pulse transformer, a
waveguide distribution system, a low-level RF system, which controls shape, amplitude
and phase of the RF, several auxiliary power supplies for the klystron and the pulse
transformer, preamplifier and an interlock and control system, which protects the station
and the linac.

Most of the components of the RF stations will be installed in the accelerator tunnel with
a separation of 50 m. The exceptions are the modulators which will be installed above
ground in a dedicated modulator hall near to one of the linac access shafts. High voltage
pulse cables and additional cables for the interlock system connect the components of
each station in and outside the tunnel.

The operation parameters, nominal at a linac energy of 20 GeV are listed in Table 4.2.6.
Not all optimal values can be achieved at the same time.
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At 20 GeV, the linac for the XFEL operates at a gradient of 23.6 MV/m with a repetition
rate of 10 Hz. Since the particle beam currentis 5 mA, up to 122 kW are required per
cavity. The maximum beam pulse duration is 600 ps and the cavity filling time 780 ps.

Thirty-two cavities (four times eight cavities per cryogenic module) will be connected to
one klystron by the RF waveguide distribution system. At nominal operation parameters,
3.9 MW are required. Taking into account 6% losses in the waveguide distribution system
and a regulation reserve of 15% for phase and amplitude control, the klystron must
provide up to 5.2 MW.

Nominal Maximum
Number of sc cavities in main linac 928
Peak power per cavity [kwW] 122 230
Gradient [MV/m] 23.6 28.5
Power per 32 cavities [MW] 3.9 8.3
Power per RF station [MW] 5.2 10
Number of installed linac RF station 29
Number of active linac RF stations 26
Number of installed injector RF station 2
RF pulse duration [ms] 1.38 15
Repetition rate [Hz] 10 10 (50)
Average klystron beam power [kwW] 153 250
Average RF power during operation [kw] 71 150

Table 4.2.6 RF system requirements.

In order to match the operation requirements of the different users of the XFEL itis aimed
to operate the accelerator and thus the RF system at a higher repetition rate up to 50 Hz
by reducing either the RF pulse width or the RF output power at the same time. The
limiting factor will be the maximum average klystron beam power.

4242 RFPower Source

The RF power source for the XFEL is a 10 MW multi-beam klystron (MBK). By using
several smaller electron beams in one klystron envelope instead of a single beam, space
charge forces are reduced, thus, leading to higher efficiency and lower klystron cathode
voltage in comparison with a single beam klystron of the same output power [4-31, 4-32].
The Kklystron requirements are given in Table 4.2.7.
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Nominal Min./Max

Frequency [GHZ] 1.3 1.3

RF Pulse Duration [ms] 1.38 /1.5
Repetition Rate [Hz] 10 /=50 (low Prpeak)
Cathode Voltage [kV] 95 120
Beam Current [A] 103 140

HV Pulse Duration [ms] 1.57 0.2/1.7
Microperveance 3.5 3.3/3.7

RF Peak Power [MW] 5.2 10

Table 4.2.7 Klystron parameters.

Three manufacturers have developed MBKs which meet or almost meet these
requirements. Figure 4.2.19 shows the multibeam klystrons TH1801 produced by
THALES Electron Devices, VKL 8301 by CPI, and E3736 by Toshiba Electron Devices.

Figure 4.2.19 Thales TH1801, CPI VKL8301, and Toshiba E3736 MBK.

Two output waveguides are always required to handle the RF power of 2 times 5 MW in
the output windows. The total height of each klystron is about 2.5 m. In order to allow
horizontal installation in the XFEL tunnel, the klystron must be delivered and installed
together with the solenoids on a girder.
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Multi beam klystrons have been tested and operated atthe TTF at DESY. They achieved
an output power of 10 MW with an efficiency of 65%. More detailed information about the
individual klystrons can be found in [4-33 — 4-38].

4.2.4.3 HV pulse power source (modulator, pulse cable and transformer)

The HV pulse power source consists of a HV pulse modulator, a 1:12 pulse transformer
and HV pulse cables up to 1.5 km length connecting modulator and pulse transformer.

It generates HV pulses of 115 kV of almost rectangular pulse shape required at the
klystron cathode. The nominal pulse duration is 1.58 ms and the rise and fall time 200 ps.
Already during the leading edge of the high voltage pulse, when the voltage has reached
80% of the flat top level, the klystron can start to generate RF power. Although this part of
the RF pulse does not meet the requirements regarding phase and amplitude stability for
particle beam acceleration in the accelerator, it can be used to fill the superconducting
cavities with RF. The phase change of 320° between 80% and 100% of the klystron
voltage can be compensated for by the low level RF control. The flat top ripple should not
exceed £0.5% in order to limit phase and amplitude variations of the klystron RF output
during beam acceleration. The pulse-to-pulse stability must be better than £0.5%. In
case of klystron gun sparking, the energy deposited in the spark must be limited to a
maximum of 20 J. The requirements are summarised in the Table 4.2.8.

Nominal Max.
Modulator pulse voltage/pulse transformer primary [kV] 8 11
Modulator pulse current voltage/pulse transformer [kA] 1.24 1.8
Pulse transformer secondary voltage/klystron gun [kV] 95 132
Pulse transformer secondary current/klystron gun [A] 103 150
High voltage pulse duration (70% to 70%) [ms] 1.58 1.7
High voltage rise and fall time (0 to 99%) [ms] 0.2 0.2
High voltage flat top (99% to 99%) [ms] 1.38 15
Pulse flatness during flat top [%0] +0.3 +0.5
Pulse-to-pulse voltage fluctuation [%0] +0.3 +0.5
Energy deposit in klystron in case of gun spark [J] <20 20
Pulse repetition rate [Hz] 10 50
Pulse transformer ratio 1:12

Table 4.2.8 HV pulse power source parameters.

The basic idea of the bouncer modulator is to use a capacitor discharge and compensate
for the voltage droop by the linear part of the oscillation of a bouncer circuit. This technical
solution is well established and offers high reliability compared to alternative layouts
[4-39].

The circuit diagram of the bouncer modulator is sketched in Figure 4.2.20. A HV power
supply keeps the 1.4 mF main capacitor C1 charged to the 10 kV level. By closing the
switch S1, the capacitor C1 starts to discharge via the pulse transformer into the klystron.
The 1:12 transformer converts the 10 kV voltage of the capacitor to the klystron level of
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120 kV. After 1.57 ms, switch S1 opens and terminates the pulse. Since the capacitor
voltage drops during the pulse, no flat top would be achieved unless a huge capacitor
bank storing a large amount of energy could be used. For a droop of 1% a capacitor bank
of 29 mF would be required. In order to overcome the disadvantage of a huge capacitor
bank the bouncer circuit was added. A circuit consisting of a choke, a capacitor and
another switch is connected to the low end of the primary winding of the pulse
transformer. By triggering this switch shortly before the main pulse begins, the circuit
starts to oscillate. The linear part of the 5 ms long oscillation is then used to compensate
for the droop of the main capacitor C1. By this the 19% droop of the 1.4 mF capacitor can
be reduced to 1%. A very detailed description of the modulator is given in [4-40 - 4-44].

Within the modulator a special high voltage power supply for charging the main capacitor
is required. It has to charge the capacitor to an accurate voltage in order to obtain the
same voltage at the klystron from pulse to pulse, and it has to suppress the repetition
frequency (up to 50 Hz) load of the mains in order to avoid disturbances of the mains.

The input connection of each power supply is a three-phase grid and the output voltage
is 13.5 kV. In order to ensure a high reliability the power supplies will be built in modules
of switch mode buck converters or alternatively of series resonant converters.

The power supply regulation is a digital self-learning regulation of the input power, made
possible by the high regulation dynamic of the converter supply. In addition, the voltage
at the capacitor bank at the firing time of the pulse will be regulated to within 0.1%
accuracy. Further information about the power supplies can be found in [4-45].

Several modulators of the bouncer type have been built and are in use at the TTF. The
first modulators were built and assembled by Fermilab, USA, and then shipped to DESY.
The others were assembled at DESY from units manufactured by industrial companies.

The first modulators made by Fermilab use GTOs and IGBTs as main switches in the
pulse generating unit, whereas the newer version of the pulse generating unit built by
industry use IGCTs instead. The size of a modulatoris 5 m (length) x 2 m (width) x 2.2 m
(height).
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Figure 4.2.20 Circuit diagram of the modulator (schematic).
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A 1:12 pulse transformer transforms the 9.6 kV pulses of the pulse generating unitto 115
kV required by the Kklystron. The transformers leakage inductance determines the rise
time of the HV pulse. The first transformers had a leakage inductance of more than 300
MH whereas the newer ones have less than 200 puH. This meets the specification of rise
time of less than 200 us. The size of the transformer is 3.2 m (length) x 1.2 m (width) x
1.4 m (height), its weightis 6.5 t.

The pulse forming units of the modulators will be installed in the modulator halls at the
surface, whereas the pulse transformers will be installed inside the tunnel. Thus, pulse
cables with a length of up to 1.7 km must be used for the connection. In order to limit the
ohmic power loss to 2%, on average, a current lead of 300 mm? is required. The wave
impedance of the cable must match the impedance of the klystron transformed to the
transformers primary side to avoid distortion of the pulse shape. In addition, the skin
effect must be minimised. Therefore, four cables in parallel, each of 75 mm? cross
section, 25Q impedance, and an outer diameter of 30 mm, will be used. The cables are
the triaxial type to minimise electromagnetic interference. The inner lead is at high
potential (12 kV), the middle cylindrical lead at the potential of the bouncer circuit (x2 kV)
and the outer cylindrical lead at ground potential. As insulation material VPE will be used.
Additional line matching to the pulse transformer will be done via a RC network.
Simulation results and further information on the cable can be found in [4-46].

In case of klystron gun sparking, the modulator’'s main switch must be opened quickly
and must be reliable to limit the energy deposited in the klystron spark to less than 20 J.
The energy stored in the transformer leakage inductance and in the power transmission
cable will be dissipated in two passive networks, one at the cable end near to the main
switch consisting of a reverse diode and a resistor and a second one made up by an
80 Q resistor across the transformer primary and by a 100 puF capacitor which limits the
peak inverse voltage at the primary to 800 V when the main switch is opened.

4.2.4.4 Interlock and control system, preamplifier and auxiliary power
supplies

Although the gain of the klystron is 48 dB and the required drive power is less than 200 W
at nominal operation conditions, more power is required if the klystron is operated at
lower voltage, e.q. if itis operated at a higher repetition rate than nominal but at the same
average power. Taking this into account, a preamplifier with a 1 dB compression point at
650 W is needed. Even at this power level, solid state amplifiers can be used. They will be
installed near to the klystrons inside the accelerator tunnel in racks housing the auxiliary
power supplies and the interlock system.

Several additional auxiliary power supplies are required for the operation of the klystron
and the modulator, e.g. for the klystron focusing solenoid, the klystron filament, the
klystron vacuum pump and the pulse transformer core bias. Standard off-the-shelf
auxiliary power supplies will be installed together in a rack near to the klystron and the
pulse transformer.
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The interlock system protects the accelerator and the RF stations in case of malfunction
and supports the localisation of faults. Besides the modulator interlock and control
system which is an integral part of the modulator, an additional interlock and control
system for the RF system’s components in the tunnel is required.

It will be based on programmable logic devices which have the advantage that the
interlock logic can be modified easily if required. Today, electronic boards based on
these devices are fast enough to react within us. Therefore, no additional hard-wired
systems for fast interlock are necessary. Besides system protection and providing start-
up and shut-down procedures for the RF stations, the control and interlock system will
offer diagnostics functions for the RF systems. It will allow measurement and diagnosis
of actual parameters as well as adjustment of set points within certain limits for each RF
station and its subsystems; and flexible reaction to different fault conditions.
Communication with the accelerator’s main control can be accomplished by standardised
protocols.

Since each RF station consists of two parts, one in the tunnel and one in the access hall,
there will be two interlock units connected to each other by glass fibre cables. Interlock
conditions are summarised into categories, each starting a certain action in the other
unit, thus, only a limited number of fibres is required. More detailed information on the
interlock can be found in [4-47 - 4-49].

The racks housing the preamplifier, auxiliary power supplies and interlock will be
shielded by lead, thus protecting the electronic components in these devices from
radiation.

Taking into account a maximum input power to the klystron of 250 kW and assuming a
combined maximum efficiency of the system of modulator, pulse cable and pulse
transformer of 75%, the AC input power is 333 kW. The other tunnel RF components
require 17 kW of AC line power. So the total is 350 kW of maximum AC line power per
active RF station.

4.2.4.5 RF waveguide distribution system

Alinear distribution system is used to branch off equal amounts of power to the individual
cavities. Thirty-two cavities (four accelerator modules) are connected to the two output
waveguides of a 10 MW multibeam klystron. Directional couplers are foreseen to couple
out the required amount of power. During cavity filling, a large amount of RF power is
reflected back from the cavity. This also applies after the end of the beam pulse as well as
in cases whenthe linacis operated with low beam current. In order to protect the klystrons
against reflected power, a circulator is placed in front of each cavity. Motorised stub
tuners are installed between the cavity and the circulator to adjust the cavities’ phase and
Q..o A WR650 waveguide has been chosen for the RF power distributing system.
Additional information on the waveguide distribution system can be found in [4-50, 4-51].
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Figure 4.2.21 RF waveguide distribution of one RF station.

4.2.5 Low level radio frequency control

The requirements for RF control systems for the European XFEL are not only defined in
terms of the stability of RF amplitude and phase but also with respect to the operability,
availability and maintainability of the RF system. The field control of the vector-sum of
many cavities driven by one klystron in pulsed mode at high gradients is a challenging
task since Lorentz-force detuning, mechanical vibrations (microphonics), and beam-
induced field errors must be suppressed by several orders of magnitude. This is
accomplished by a combination of local and global feedback and feed-forward control.

Sensors monitor the individual cavity probe signals, together with forward and reflected
wave as well as the beam properties. The electron beam energy, beam current and
phase, with respect to the external RF master oscillator, are additional input parameters
forthe lowlevel radio frequency (LLRF) control. Actuators control the incident wave of the
klystron and the individual cavities’ resonance frequency.

A high degree of automation eases the operability of the large LLRF system. High
availability requires robust algorithms, redundancy, and extremely reliable hardware.
Sophisticated on-line diagnostics for the LLRF subsystems support maintenance and
minimise downtime.

LLRF systems are required for the RF gun, the injector RF systems including the third
harmonic cavity, and the accelerator modules in the main linac. The largest RF system
installation will be in the linac, with 928 cavities in 116 accelerator modules (where 32
cavities are driven by one 10 MW klystron). The technology for controlling the vector-sum
of many cavities driven by one klystron has been demonstrated successfully at the TTF
and is presently in operation at Free-electron LASer in Hamburg (FLASH) at DESY. Itis
a fully digital system providing the capability for feedback and feed-forward, exception
handling and extensive build-in diagnostics. However, the full potential of such systems
in terms of operability in large scale systems and the reliability required for the XFEL
remains to be demonstrated.
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4.2.5.1 Requirements for RF control

The requirements for the RF control system are usually defined in terms of phase and
amplitude stability of the accelerating field during the 600 s long flat-top portion of the RF
pulse. In addition, operational demands impose further needs on the design of the RF
control system.

Amplitude and phase stability

The requirements of the RF control system are derived from the desired beam
parameters such as bunch-to-bunch and pulse-to-pulse energy spread, the bunch
compressionin the injector, and the arrival-time of the beam at the undulators. The beam
parameters can be translated into the requirements for phase and amplitude of the
accelerating field of individual cavities or the vector-sum of several cavities driven by one
klystron. The RF systems in the injector of the XFEL require tight field control in the order
of 0.01% for the amplitude and 0.01° for the phase. Additional requirements are imposed
on the accuracy of the calibration of the vector- sum which must be in the order of 1% for
amplitude and 0.5° for phase in presence of +10° microphonics (see also Section
4.2.5.2).

Operational requirements

Besides field stabilisation, the RF control system must provide diagnostics for the
calibration of gradient and beam phase, measurement of the loop phase, cavity detuning
and control of the cavity frequency tuners. Exception handling capability will be
implemented to avoid unnecessary beam loss and to allow for maximum operable
gradient.

4.2.5.2 Sources of field perturbations

The LLRF system will suppress field perturbations induced by fluctuations in the
resonance frequency of the cavities and fluctuations of the beam current. Changes in
resonance frequency result from variations in the cavity shape induced either by
mechanical vibrations (microphonics) or by the gradient dependent Lorentz-force
caused by the electromagnetic accelerating field inside the cavity.

Lorentz-force

The static detuning of a resonator due to Lorentz-force is proportional to the square of the
accelerating field. In the case of pulsed RF fields, a time varying cavity detuning — even
during the flat-top portion of the RF pulse — can be observed. Mechanical resonances will
be excited, whereas the lower the mechanical quality factor and the higher the
mechanical resonance frequency (only longitudinal modes should be excited), the less
likely is the enhancement of the peak cavity detuning by the Lorentz-force. Stiffening
rings at the iris are used to reduce the Lorentz-force detuning constant to below 1 Hz/
(MV/m)? and increase the mechanical resonance frequencies.
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Microphonics

Mechanical vibrations caused by the accelerator environment (e.g. vacuum pumps atthe
cryogenics facility) are always present and may be transferred to accelerating structures
through cryogenic transfer line, and beam pipe. The frequency spectrum and amplitude
of excitation depend strongly on the coupling to the cavities. Measurements at the TTF
show typical excitation amplitudes in the order of 5-10 Hz (rms) and frequencies ranging
from 0.1 Hz up to a few hundred Hz.

Beam loading

The loaded Q is usually chosen for matched conditions, i.e. all of the RF generator power
(with the exception of a small amount dissipated in the sc-cavities) is transferred to the
beam. In the case of on-crest operation (the electron bunches see the maximum
amplitude) the magnitude of the beam-induced voltage is half of the generator-induced
voltage. While slow bunch charge fluctuations within the bandwidth of the LLRF system
can be controlled, fast fluctuations in the order of a few percent of the bunch charge need
not be corrected since the introduced amplitude and phase errors do not exceed the field
stability requirements.

4.2.5.3 RF control concept and control system architecture

The basic idea of any RF control system is based on feedback control in which the cavity
field vectoris measured and compared to the desired set-point. The resulting error vector
(the difference between measured field and set-point) is filtered and amplified before
modulating the klystron drive and thereby, the incident wave to the cavities. Nevertheless,
during pulsed operation, the perturbations from the above mentioned Lorentz-force
detuning and beam loading are of a repetitive nature. Thus, the feedback can be
supplemented by a feed-forward which compensates the average repetitive error. In
addition, the cavity field set-point can be implemented as a table to accommodate the
time-varying gradient and phase during cavity filling.

The architecture of a typical RF control system is shown in Figure 4.2.22. A power
amplifier provides the RF power necessary for establishing the accelerating fields in the
cavities. The cavity field is measured and compared to a set-point. The resulting error
signal is amplified and filtered and drives a controller for the incident wave to the cavity.
A frequency and phase stable master oscillator and RF distribution system provide the
necessary RF reference signals for the cavity field measurements.
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Figure 4.2.22 Typical configuration of an RF control system using digital feedback
control.

The overall design of the RF control system provides:

control of the cavity resonance frequency. Here the critical issue is the precise
measurement of the cavity detuning which can be derived from the relationship of
incident and reflected wave or in the pulsed operation mode from the slope of the
phase during decay of the cavity field following the RF pulse;

linearisation of the klystron — since operation close to klystron saturation will result in
strong dependence of loop gain with klystron output power;

remote control of waveguide tuners or phase shifters. In the case of vector-sum control,
the phase of the incident wave (and loaded Q) of each cavity must be set independently
to compensate for phase errors in the waveguide distribution system;

exception handling. In case of interlock trips or abnormal operating conditions (wrong
loop phase or completely detuned cavity) the control system must ensure safe
procedures to protect hardware and avoid unnecessary beam loss.

4.2.5.4 Digital RF control

The use of a digital RF feedback and feed-forward system supports automated operation
with minimal operator intervention. A number of algorithms can be used to guarantee
best field stability (i.e. lowest possible rms amplitude and phase errors), to allow for fast
trip recovery, and to support exception handling. Beam-based feed-forward will further
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enhance the field stability. Also important is the automated control of the resonance
frequency of the cavities with slow motor-controlled tuners and fast piezo actuator or
magneto-strictive element[4-52] based tuners for Lorentz-force compensationin pulsed
RF systems.

The key elements to be used are modern analogue to digital converters (ADCSs), digital to
analog converters (DACSs), as well as for signal processing, powerful Field Programmable
Gate-Array (FPGAs) and digital signal processing (DSPs). Low latencies can be realised
—from ADC's clock to DAC output ranging from a few 100 ns to several us depending on
the chosen processor and the complexity of the algorithms. Gigabit Links are used for the
high data rates between the large number of analogue 1/0O channels and the digital
processor as well as for communication between various signal processing units [4-53].
Typical parameters for the ADCs and DACs are a sample rate of 65-125 MHz at 14-bit
resolution (example AD6644). For the signal processing one has the choice of FPGAs
with several million gates, including many fast multipliers cores and even with a Power
PCs on the same chip such as the Virtex2Pro from Xilinx or the Stratix GX from Altera.
More complex algorithms are implemented on slower floating point DSPs, such as the
C6701 from Texas Instruments or the SHARC DSP from Analog Devices.

Present status of the LLRF development

Atthe vacuumultraviolet (VUV)-FEL a DSP-based LLRF system has been commissioned
and is now operational. This system does not meet all the requirements of the XFEL for
achievable field stability, reliability and operability. The amplitude and phase stability
achieved at the VUV-FEL are 0.03% (rms), and 0.03° (rms), respectively, which is
sufficient for the main linac of the XFEL but not for the RF system in the injector where an
improvement of a factor of 2 to 3 is needed. Areas for improvement are the down-
converters for field detection [4-54, 4-55] (better linearity and lower noise levels), the
number of analogue I/O channels, the latency in the controls loop, and the real-time
computing power. The system must also be immune to Single Event Upsets (SEU), i.e. a
spontaneous bit flip caused by, for example, radiation. Since a major effort will go into the
software development it is important to have a prototype of the hardware to support this.
This has been achieved with prototype of an FPGA-based digital controller [4-56] which
has been evaluated recently during operation of the RF gun. With this platform it will be
possible to implement and test new algorithms at FLASH (the VUV-FEL). The new
hardware allows for higher sampling rates, thus supporting higher IF frequencies
resulting in lower noise levels and lower latency. This hardware is already used at the
facilities of the TESLA Technology Collaboration partners which will allow the sharing
and exchange of LLRF controls software.

4.2.5.5 LLRF studies during the XFEL preparation phase
Low level RF system performance (simulations)

LLRF simulation programmes will be developed to study the expected performance of
the RF control system. Feedback and feed-forward algorithms, the response to a cavity
guench, or beam current variations, and non-linear gain behaviour of the klystron will be
simulated in a Matlab/Simulink environment. In a rather generic way, basic blocks are
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defined such as cavity, controller and power source. The simulation programme will be
used to compare predicted performance with the actually measured performance and to
define the control algorithmto be used in the digital feedback system [4-57]. Performance
studiesinclude operation at different gradients, and operation close to klystron saturation.
If possible the cavity simulation will be implemented on a DSP or FPGA-based system to
allow real-time simulation. This will provide a basis for testing the feedback system.

RF system reliability and tunnel installation

The overall XFEL injector and linac reliability and availability are a serious issue. As far as
systems are placed inside the linac tunnel, they must be designed in a robust fashion
since they are not accessible during operation. The potential for radiation damage is an
added risk. Evaluation of trips or failures, what response results, what action is taken and
how long it takes, all result in impact on availability. All these failure modes need to be
thought through and possible mitigation considered. Smartly designed redundancy such
as a simple feed-forward backing up the complex feedback scheme will be essential to
guarantee the required availability. Built-in diagnostics for hardware and software will
support preventive maintenance and increase reliability [4-58].

Exception handling for the RF system

There will be a number of exceptions to normal operation that should be handled as
rapidly and transparently as possible in order to maximise the FEL operation time. These
exceptions include: cavity trips or quenches, beam current variation, klystron trips, RF
out of range, etc. Some of these exceptions can be handled at the RF control level, like in
the DSP, while others may need coordination from one station to another, or operation
interruption through the Machine Protection System. Lists of exceptions will be developed,
strategies for dealing with them worked out, and implication hardware and software
specified and designed.

Waveguide tuner control

In the XFEL, up to 32 cavities (one RF station) will be driven by one klystron. Relative
phase and amplitude adjustment between cavities will be provided, in part, by 3-stub
tuners at each cavity just before the input power coupler. Tuners will be periodically
adjusted by stepping motors based on information gathered by the LLRF system.
Conceptual and detailed procedures and control algorithms will be worked out and
implemented in hardware and software, with interfaces to LLRF.

LLRF Finite State Machine server and applications

The goal for the FEL control system is the fully automated operation of the large number
of sub-systems. One of the most complex sub-systems is the RF control system. The
automation will be implemented in the framework of a Finite State Machine (FSM) which
is a well established industrial standard. The FSM concept has been integrated into the
control system DOOCS used at the TTF/VUV-FEL to simplify the automation of the
accelerator operation. For the XFEL the first step will be the definition of the super-states,
sub-states, flows, entry-, during-, and exit-procedures, entry-conditions, timer and event
triggered procedures, etc. The next step is the description of the applications to be used
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by the FSM. Then the full functionality will be implemented as an FSM server in DOOCS,
and the required application programmes will be developed. The basic functions of
automation include, for example:

* RF system start-up;

* the setting of the RF system parameters needed for beam operation;
* beam loading compensation;

* cavity detuning;

» adjustment of loaded Q and incident wave,;

» exception handling;

» performance optimisation.

LLRF servers

The LLRF that drives each klystron will be controlled by a FPGA and DSP-based real-
time feedback system. The digital signal processing electronics in turn must get their
parameters from the LLRF server [4-59]. The server software handles: generation of set
point and feed-forward tables from basic settings, rotation matrices for | and Q of each
cavity, loop phase constant, start-up configuration files, feedback parameters, and
exception handler control parameters. Server software and interface to the DSPs and
control system need detailed specification and code generation. Other servers relate to
local reference oscillators (LO)-generation, RF system calibration, waveguide tuner
control, cavity resonance frequency control, the ADC server for measurement of probe,
forward and reflected power, and hardware and software diagnostics.

Local oscillator signal generation

Each RF station will have LO for both basic RF 1.3 GHz frequency generation and for
driving the system that supplies down-conversion of the RF monitor signals and
sampling gates that produce the | and Q components of the monitored signals.
Prototypes have been built but more accurate systems are possible. Investigation and
development of better systems for phase-noise and phase drifts are needed.

Radiation effects on electronics installed in the XFEL linac tunnel

Due to dark currents (from possible field emission in the accelerator cavities) there will be
a background radiation (gammas and neutrons) in the XFEL linac tunnel. It is expected
that dark current of several microamperes can reach an energy of about 100 MeV before
being dumped in the beamline. Similar radiation background can be measured at the
positron converter at the Linac II/DESY. This offers the possibility of studying single
event effects and total ionising dose effects in electronics similar to the one installed in
the XFEL linac tunnel [4-60, 4-61]. The main objective is to perform a test which allows
learning what type of problems might occur in the XFEL linac tunnel and what shielding
and hardware and software design measures can be taken to guarantee reliable
performance of the electronics.
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Piezo tuner control

As mentioned already, adaptive feed-forward to control Lorentz-force detuning can be
used. Detailed studies at the TTF/FLASH will evaluate the potential for control of the
Lorentz-force detuning as well as the control of microphonics.

Klystron linearisation

Increasing the electron beam energy to more than 20 GeV requires a maximum
efficiency of the XFEL linac. The 10 MW klystrons must be operated close to saturation.
Due to the non-linearity of the klystron this will lead to a strong dependency of the
feedback gain on the klystron output power. A possible solution is the linearisation of the
klystron with digital methods such as look-up tables or polynomials. It is desirable to
develop an on-line mapping method to correct for klystron ageing. The mapping must be
time variable due to the time-varying high voltage during the pulse. The linearisation
should work over a large range of high voltage settings.

Gradient and phase calibration based on beam-induced transients

In order to optimise the LLRF system the transient of a single bunch (1 nC) should be
measured [4-62, 4-63] with a precision of a few percent. This means that the beam phase
can be determined within a few degrees, and the gradient calibration within a few
percent. Accuracy can be increased by averaging over many bunches. Lock-intechniques
will be studied for further signal noise improvement.

4.3 Injector

4.3.1 General layout

The injector consists of an RF gun, a standard accelerating module and a diagnostic
section. The whole setup is located in the injector tunnel, which is separated from the
main linac tunnel by the access shaft XSE. The shielding and personal protection system
of the injector tunnel and the integration of a beam dump at the end of the injector, allow
the operation of the injector independently of the main linac. The injector building
comprises two injector tunnels of which, only one will be equipped with an injector in the
beginning. The second tunnel can be used to install a second, redundant injector, or may
be used to install a different injector type if, for example, special machine parameters are
requested for other operation modes at alater time. Shielding as well as cryogenic supply
allow for installation and maintenance work in one injector tunnel while the other injector
and the main linac are in operation.

The injector building contains (besides the two injector tunnels) rooms for the installation
of the photocathode drive laser, electronic equipment, klystrons, etc. Components are as
far as possible installed outside the injector tunnel and are hence, accessible during
operation.

From the beam dynamics point of view, the XFEL injector follows in its design the VUV-
FEL injector design [4-64]. The electron bunch is emitted by a Cs,Te cathode illuminated
by a UV laser pulse in a high accelerating field (60 MV/m on the cathode, corresponding
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to 30 MV/m average gradient in the gun cavity) and accelerated up to 6.6 MeV in the
normal conducting 1.3 GHz RF gun cavity. The gun cavity is about 0.25 m long (one and
a half cells) and is powered by a standard 10 MW klystron. A solenoid, centred 0.4 m
downstream of the cathode, focuses the beam into the first accelerator module which is
located after a 3 m long drift. Even without a bucking coil the solenoid field on the cathode
is negligible. The accelerator module increases the energy to about 120 MeV. The
accelerating section is followed by a diagnostics section, consisting of a four-screen
transverse emittance measurement section and a dispersive section before the beam
dump for energy and energy spread measurements. More details of the injector design
can be found in [4-65] and [4-66].

Table 4.3.1 summarises the main parameters of the XFEL injector:

Charge 1 nC
Laser pulse length (total) 20 ps
Laser pulse rise/fall time 2 ps
Laser spot radius 1.1 mm
Peak electric field on the cathode 60 MV/m
Solenoid centre position (with respect to cathode) 0.41 m
Solenoid peak field 0.19 T
Accelerator module:

Gradient cavities 1 - 4 7.5 MV/m

Gradient cavities 5 - 8 25 MV/m

Table 4.3.1 Main XFEL injector parameters.

Figure 4.3.1 shows the expected evolution of the transverse emittance along the injector
with the parameters of Table 4.3.1. The initial kinetic energy of the electrons at the
cathode is assumed to be 0.55 eV in this simulation. The final projected emittance is
0.88 mrad mm.

Measurements at the Photo-Injector Test Stand in Zeuthen (PITZ) gun test facility [4-67,
4-68] indicate that the kinetic energy of the photoemitted electrons is larger than
previously assumed leading to a larger initial emittance. This can be largely compensated
for by reducing the initial spot size and re-optimising the focusing parameters into the
accelerating module. Figure 4.3.2 shows the final projected emittance of the electron
beam after re-optimisation for different initial kinetic energies. The final emittance stays
below the design value of 1 mrad mm for kinetic energies below 1 eV.
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Figure 4.3.1  Evolution of the spot size and the normalised transverse emittance in
the XFEL injector. The position and strength of the accelerating field of the superconducting
module is also indicated.
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Figure 4.3.2  Final normalised transverse emittance as function of the initial kinetic
energy of the photo emitted electrons. A significant increase of the emittance can be
avoided by reducing the initial spot size and re-optimising the matching conditions into
the accelerator module.
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4.3.2 Experimental status and future developments

Transverse core emittance measurements at the photo injector test stand PITZ and at
the VUV-FEL yield values of 1.4 mrad mm and below [4-69 - 4-71]. The measurements
at PITZ are performed directly behind the RF gun cavity at an energy of about 4.5 MeV.
The photocathode laser beam is shaped transversely (uniform, circular distribution on
the cathode) and longitudinally (trapezoidal, 20 ps length, 4 ps rise/fall time). At the VUV-
FEL (FLASH) the optimal longitudinal laser pulse form is not available yet, but the
acceleration in the first module improves the emittance compensation mechanism, so
that similar emittance values are achieved. Measurements atthe VUV-FEL are performed
at ~125 MeV beam energy and the photocathode laser beam has a longitudinally
Gaussian shape of 4.5 ps rms width. The measurement results of the beam emittance
and other beam parameters obtained at PITZ and the VUV-FEL correspond with
simulation results and the beam dynamics in the gun and the injector are well
understood.

While the measured core emittance values already reach the design slice emittance
values for the XFEL at the entrance of the undulator, the design value for the injector has
a tighter specification to operate with a sufficient safety margin. To realise the required
improvement of the performance, the gradient in the gun cavity has to be increased from
the present 42-45 MV/m to 60 MV/m. Additionally, the rise/fall time of the trapezoidal
laser pulse should be decreased to 2 ps or below. The development efforts at the test
stand PITZ will, hence, focus on these topics in the upcoming years. Other developments
concentrate on further improvements in the high duty cycle operation, general stability
issues, reduction of dark current and further investigations of the thermal emittance of
photocathodes.

4.3.3 Photocathode laser

The photocathode laser is based on the laser developed for TTF [4-72] and its upgrade
for the VUV-FEL [4-73]. The laser has been in operation since 1998 providing beam for
the TTF linac. Further development of the laser system is continued at PITZ, where new
ideas, especially the generation of flat-top laser pulses are studied [4-74]. In the present
configuration, the laser is based on a diode pumped pulse train oscillator (PTO). The
oscillator is synchronised with the master RF. The pulse train generated by the PTO is
longer and has a shorter intra-pulse distance than the required electron bunch train
structure (27 MHz at the VUV-FEL). A Pockels cell-based pulse picker picks out the
required pulse train which is then amplified by a chain of diode-pumped amplifiers. The
pulse picker not only gives flexibility in choosing the pulse train structure, it also serves as
a fast switch-off mechanism for the MPS. Since the preferred photocathode material
Cs,Te requires radiation in the UV, the infrared light of the laser is quadrupled in
frequency by non-linear crystals to 262 nm. The good quantum efficiency of the
photocathode (in the order of a few percent) translates into a required laser pulse energy
of a few pJ per pulse for a charge of 1 nC. The formation of synchronised picosecond
pulsesinthe PTO is accomplished by an active mode-locking scheme. The key partis an
electro-optic phase modulator driven by the 1.3 GHz frequency of the accelerator. It
provides a phase stability of the laser pulse in respect to the master RF of less than 0.1°
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or 200 fs (rms). This has been confirmed by measurements of the electron beam arrival-
time after acceleration at the VUV-FEL [4-75]. The shot-to-shot stability in energy of the
laser pulses and thus, the electron bunch charge, is 2% (rms) for single pulses and 1%
(rms) averaged over a pulse train [4-64]. The generation of flat-top laser pulses both in
the transverse and longitudinal plane is being successfully tested at PITZ [4-74].
Operation of such a system is foreseen at the VUV (FLASH-FEL) in the near future.

4.4 The bunch compressor system and start-to-end
simulations

4.4.1 Introduction and layout

The layout of the bunch compression system [4-76] is sketched in Figure 4.4.1. The
initially 2 mm (rms) long bunch is compressed in two magnetic chicanes by factors of 20
and five, respectively, to achieve a peak current of 5 kA. The optics of the beamline
between the chicanes is optimised to reduce projected emittance growth [4-77]. Details
about the chicanes proper can be found in [4-78].

The energy chirp injected by running off-crest in the RF upstream of the first chicane is
about 10 MeV, roughly compensating the energy contribution by the longitudinal wake
fields of all main linac RF structures.
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Figure 4.4.1  Sketch of the XFEL bunch compression system.

A third harmonic RF system is used to optimise the final longitudinal charge distribution
[4-79, 4-80]. The minimum amplitude is about 90 MeV, corresponding to 16 third-
harmonic cavities being operated in one module at 17 MV/m. With a second module,
operation at RF working points with much less sensitivity to RF phase jitter becomes
possible [4-81].

Downstream of both chicanes, slice emittance and other parameters which vary along
the longitudinal position in the bunch can be measured with vertically deflecting RF
systems and wire scanner sections allow control of projected emittance and optics. Basic
parameters for the bunch compression system are summarised in Table 4.4.1.
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Beam energy at first chicane 04..05 GeV
Beam energy at second chicane 2 GeV
Longitudinal dispersion (R56) of first chicane ~-100 mm
R56 of second chicane -15...-25 mm
R56 of collimation section 0.84 mm
Nominal compression factor of first chicane 20

Nominal compression factor of second chicane 5

Table4.4.1 Parameters for the bunch compression system.

In the next chapter, results of simulation calculations including coherent synchrotron
radiation (CSR) effects, space charge forces and the impact of wake fields are
presented. They show the potential of the XFEL for further improvement or, respectively,
its safety margin for operation at design values. Operation beyond the design parameters
is discussed in two directions: achieving the uppermost number of photons in a single
pulse on one hand and reaching the necessary peak current for lasing with a pulse as
short as possible with possibly improved transverse emittance on the other.

4.4.2 Space charge and coherent synchrotron radiation effects

4.4.2.1 Transverse space charge effects

Inlow-emittance, high-current electron beams, space charge forces can cause growth of
slice emittance and mismatch of slice Twiss parameters, with respect to the design (zero
current) optics. Slice emittance growth directly degrades the performance of the SASE-
FEL. The generated mismatch complicates accelerator operations because of projected
emittance increase and the dependence of transverse dynamics on beam current.
Extensive numerical studies were done using the TrackFMN code [4-82] and cross-
checked with other codes (ASTRA [4-83], CSRtrack [4-84]).

With the second compression stage at 2 GeV beam energy and optimised optics in the
beamline sections downstream of the compressor chicane, the slice emittance growth
(at design parameters) due to transverse space charge is less than 1%. The optical
mismatch downstream of the first chicane corresponds to a beating of the
B-function of about 5% if the bunch charge would change by 10%, and less than 1%
downstream of the second chicane.

4.4.2.2 Coherent synchrotron radiation effects

The impact of CSR fields on beam emittance in the compressor chicanes was calculated
with the code CSRtrack. The left side of Figure 4.4.2 shows the normalised horizontal
emittance at the end of the compression system, if the peak current is raised by
increasing the bending magnet strength in the second compressor chicane. In the right
plot, the bunch charge is lowered and the longitudinal dispersion (R56) of the second
chicane increased to keep the 5 kA peak current at the bunch compressor exit. Operating
the XFEL like this has two (potential) rewards: The FEL pulse gets shorter and, with even
smaller transverse emittance, lasing at shorter wavelengths might be achievable.
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For the simulation, a 1 nC beam distribution at the injector exit is scaled in charge. Down
to 0.25 nC the slice emittance growth stays within 5%, sufficiently low to profit from
smaller emittance at lower bunch charge. The bunch length is reduced to 5 pum.
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Figure4.4.2 Normalised horizontal emittance against different peak currents due to
different settings of the second bunch compression chicane (left) and against bunch
charge for fixed peak current of 5 kA (right).

4.4.3 RF set-up and tolerances

A third harmonic RF system is used to compensate higher order effects of the dispersion
and the RF voltage. A procedure to optimise the final longitudinal charge distributions is
discussed in [4-79]. The amplitudes and phases of the fundamental and the higher
harmonic RF system offer four degrees of freedom to adjust the beam energy, the chirp
and the second and third derivative of the particle momentum distribution [4-81]. The
beam energy and the chirp are fixed by the final peak current requirement. Simulations
show that only a narrow range of the second derivative settings produces a reasonably
symmetric beam profile without spikes.

The third derivative can be adjusted over a wide range without influencing the core of the
distribution; it scales mostly with the amplitude of the third harmonic system and can be
chosen to optimise RF parameter sensitivities.

Numerical results for a scan of the third derivative are presented in Figure 4.4.3. The
amplitude of the fundamental harmonic RF system against the third harmonic RF
amplitude is shown as well as sensitivities for the phases and amplitudes of the two RF
systems. In the graphs showing sensitivities, the amount of phase or amplitude offset
which causes a change of the final peak current by 10% is plotted.

The red curves are calculated for a beam energy of the first chicane of 500 MeV and a
compression factor of 20 (and 5 in the second chicane), for the blue curves, the beam
energy is 400 MeV and the compression factor 14 (and 7 in the second chicane), to keep
space charge forces at the same level.
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Figure 4.4.3 RF amplitude dependence and amplitude/phase sensitivities for the
fundamental mode RF and the third harmonic system. For the red lines, the beam energy
atthefirstchicane is 500 MeV, for the blue ones 400 MeV. The upper left graph shows the
amplitude of fundamental harmonic RF system against third harmonic RF amplitude. For
the other three graphs, on the vertical axis the amount of phase or amplitude offset which
causes a change of the final peak current by 10% is plotted, the horizontal axis shows the
amplitude of the third harmonic RF system. Upper right graph: Amplitude sensitivity of
both RF systems. Lower left: Phase sensitivity of the fundamental harmonic RF system.
Lower right: Phase sensitivity of the third harmonic RF system.

The phase jitter sensitivity can be reduced by more than an order of magnitude if the third
harmonic system is operated with an amplitude of about 200 MV (for the 400 MeV case).
At that working point, phase jitter tolerances are of the order of a degree for both RF
systems, compared to a few hundredths of a degree for a working point with third
harmonic amplitude of about 100 MV. The amplitude jitter tolerances are 3x10* for the
third harmonic RF and 2x10+ for the fundamental mode RF.

At that working point, a cancellation loosens the RF phase jitter tolerances: A change in
one of the RF phases causes a change in beam energy and in the induced chirp. The
phase jitter sensitivity is reduced if the effectively reduced longitudinal dispersion of the
magnet chicane due to the higher beam energy is compensated for by a stronger chirp.
An RF system with a single frequency cannot provide this, but for two RF systems such
a working point exists.
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In general, the relative priorities for peak current and timing stability together with the
actual stability of RF amplitudes and phases will determine the RF parameter settings.

444 Instabilities driven by space charge and coherent synchrotron
radiation

An initial bunch current ripple can be amplified by the following mechanism: a slight
modulation of the initial bunch density profile produces an energy modulation due to
longitudinalimpedance, caused by CSR and space charge fields. Inabunch compression
chicane, the energy modulation creates more density modulation. In a multi-stage bunch
compression system, the gain of this amplification can be very high. A limiting factor for
this mechanism is the uncorrelated energy spread.

For the calculation of gain curves, a bunch with an initial charge modulation of
wavelength A is traced from the gun to the entry of the undulator. The gain is the
amplification of the relative modulation amplitude in the simulation.

The gain of the so called ‘CSR Instability’ was calculated with the 3-D code CSRtrack and
found to be <10 [4-76].

Figure 4.4.4 shows gain curves for the space charge driven instability for different initial
random energy spread. The calculated gain atthe expected small values for uncorrelated
energy spread from the gun (rms < 2 keV) would be sufficient to start amplification from
shot noise. With a ‘laser heater’ [4-85] (a magnet chicane approximately two metres long
with an undulator magnet which the electron beam traverses together with a laser beam)
we can adjust the uncorrelated energy spread between its initial value and up to 40 keV.
The initial uncorrelated energy spread must be above 10 keV to limit the modulation of
the bunch after the last compressor chicane to less than 1%.
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Figure 4.4.4  Gaincurvesforthe space charge driveninstability. Left side: Contributions
of the sub-sections of the linac for an uncorrelated energy spread of 10 keV. Right side:
Overall gain for different uncorrelated energy spreads.
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445 Start-to-end simulation

4.45.1 Tracking through the accelerator

Inthe following we present a start-to-end simulation for the nominal operation parameters.
The lattice and the optics were taken directly from the European XFEL reference list
[4-86]. Parameters for the compression are listed in Table 4.4.2.

1.3 GHz linac phase before first chicane 1.4 degree